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Introduction
● Sequence to sequence learning:

○ Try to learn a mapping from one sequence to another sequence

● Examples include
○ Machine translation (MT)
○ Automatic speech recognition (ASR)
○ Speech synthesis (TTS)
○ Handwriting generation

● Seq2se learning using Encoder/decoder with attention model architecture has 
achieved state of the art results on many of the problems



Language modeling



Language Modeling
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n-grams
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The Chain Rule
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Markov assumption
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● Very intuitive, easy to understand
● Sparsity 

○ “w, c”, or “c” may not appear in a corpus at all, but the probability P(w|c) shouldn’t be 0

● Limited context
○ The length of the context is very limited

● Back-off models
○ Back off from trigram model to a bigram model, or from a bigram model to a unigram model.

○ Kneser–Ney smoothing
○ Katz's smoothing

N-grams model improvements

https://en.wikipedia.org/wiki/Kneser%E2%80%93Ney_smoothing
https://en.wikipedia.org/wiki/Katz%27s_back-off_model


Neural language model
● Two key ingredients: neural embeddings and recurrent neural networks

Slide Credit: Oriol Vinyals



Neural embedding
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What do we Optimize?



RNN language model
● Recurrent neural network based language model by Tomas Mikolov et al at 

Interspeech 2010

Exact architecture, e.g. num 
layers, num nodes and etc,  
used in the experiments is 
not clear.

http://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf


Long short-term memory network



More powerful RNN
● To further improve the power of RNN networks, one can stack a few layers of 

RNN/LSTM.



Residual connection
● For deep RNN network, usually you need residual connections to 

stabilize/speed up training



A much better RNN language model
● Exploring the Limits of Language Modeling, by Rafal Jozefowicz

https://arxiv.org/abs/1602.02410
https://arxiv.org/find/cs/1/au:+Jozefowicz_R/0/1/0/all/0/1


The state of the art LM
● Outrageously Large Neural Networks: The Sparsely-Gated Mixture-of-Experts 

Layer, by Noam Shazeer and et al

● Stacked LSTM layers + Mixture of Expert layer in between

https://arxiv.org/pdf/1701.06538.pdf
https://arxiv.org/pdf/1701.06538.pdf


MOE



MOE LM results
● Results on LM1B dataset



Neural Machine Translation



seq2seq
● Sequence to Sequence Learning with Neural Networks, by Ilya et al

○ Concatenate the source and target sequence
○ Only make prediction on the target sequence



Decoding in a Nutshell (Beam Size 2)

I
My

I decided
My decision
I thought
I tried
My thinking
My direction

I decided
My decision

2 partial hypothesis expand hypotheses 2 new partial hypotheses

prune … expand
and 
sort



Important Tricks
● When the model was first proposed, no one would have believed that it can 

solve the translation problem
● But it worked quite well
● Tricks that are important for the model quality 

○ Reverse the source sequence
○ Deep lstms (4 layers lstm networks)



Seq2Seq experimental results



Limitation of the model
● Information bottleneck

○ Regardless of the sequence length, source sequence is encoded using fixed size vectors
○ Solution: Attention

● Out of vocabulary (OOV) problems
○ Fixed size vocab, constrained by computational budget and GPU RAM.
○ All words not in vocab will be mapped to the same <UNK> token.
○ More of a problem for morphologically rich languages like Russian and Polish.
○ Solution: WordPiece or BytePair encoding



Attention
● Generating Sequences With Recurrent Neural Networks, by Alex Graves

○ Motonic, only moves left to right
○ Proposed to solve the handwriting synthesis issue
○ It is referred to Gaussian Mixture Model (GMM)  Attention in the literature

● Generalized by Dzmitry Bahdanau in his paper “Neural Machine Translation by 
Jointly Learning to Align and Translate”

○ No more monotonicity constraints



Online handwriting synthesis



GMM Attention
● K Gaussian components
● Each defines a density distribution over the character sequence



Gaussian Mixture Model

t h e c a t



GMM attention
● GMM params are updated at every timestep.
● Attention params are estimated using decoder rnn hidden states
● Modeled as shift from the previous center. Hence monotonicity guarantee





A generalization of GMM attention
● Neural Machine Translation by Jointly Learning to 

Align and Translate, by Dzmitry Bahdanau, et al

HjSi

eij



Attention benefits
● At any point of decoding, the model only focuses on the most relevant part of 

the source, much like how human do
● Encoding of the source sequence is now distributed over all the source 

words.
○ Longer sequence is encoded using more bits



Attention visulization
Attention probability matrix can be 
nicely visualized



Experimental result



Convolution Attention
● Attention-Based Models for Speech Recognition, by Jan Chorowski et al
● Key idea: explicitly incorporate a location information
● Encourages attention to gradually move forward



Multi-headed attention
● Simple extension to single headed attention
● Multiple attention runs in parallel. Each individual attention may focus on a 

different region in the input

Query 
Vectors



Motonic Attention
● Online and Linear-Time 

Attention by Enforcing 
Monotonic Alignments, by 
Colin

● Linear time complexity
● Guarantees monotonicity



Solve the OOV problem
● Move to sub-word unit
● Character model

○ Sequence length too long

● Wordpiece model strikes a good balance between character model and word 
model

○ Common words are still just just one wordpiece
○ Rare words are often decomposed into a morphologically meaningful way, word-root and 

suffix



WordPiece model / Bytepair Encoding
● Japanese and Korean voice search, by Mike Schuster
● Same as bytepair encoding, which Rico Sennrich first adopted for NMT

○ Neural Machine Translation of Rare Words with Subword Units
●
● Minimal description length

○ Find an encoding of words subject to vocab size limit such that a corpus can be encoded 
using minimal number of tokens



Simple greedy algorithm
● Very simple algorithm

○ Start from all characters
○ Iteratively merge most frequent bi-grams
○ Stop when vocab size is reached

● Most common word is a single wordpiece



One more important trick
● Rare words are often copied from source to target in verbatim
● To facilitate such copying, source and target should share the same 

WordPiece model
○ Rare words will be segmented exactly the same way



Google Neural Machine Translation
● All the techniques combined

○ Very deep lstm stack 
○ Attention
○ Wordpiece model

● Large scale NMT
○ Carefully engineered
○ Pieces are carefully tuned and assembled together

● Some novel inventions
○ Better decoding algorithm
○ Quantized training and inference
○ ...







Multilingual Model
● Model several language pairs in single model

○ We ran first experiments in 2/2016, surprisingly this worked!

● Prepend source with additional token to indicate target language
○ Translate to Spanish:

■ <2es> How are you </s>  -> Cómo estás </s>
○ Translate to English:

■ <2en> Cómo estás </s> ->  How are you </s>
● No other changes to model architecture!

○ Extremely simple and effective
○ Usually with shared WPM for source/target

● Benefits
○ simplifies model deployment
○ improves translation quality



Multilingual Model

En Es

Es En

Single Multi

34.5 35.1

38.0 37.3

Translation:
<2es> How are you </s> Cómo estás </s>
<2en> Cómo estás </s> How are you </s>



Zero-Shot Translation 

single multi

34.5 35.0

44.5 43.7

En Es

Pt En

En Es

Pt En
23.0 BLEU

Zero-shot (pt->es):
<2es> Como você está </s> Cómo estás </s>



Some more recent NMT models
● MOE model, from Google Brain
● Conv seq2seq model, from Facebook
● Transformer Model, from Google Brain



Mixture of experts NMT model
● Outrageously Large Neural Networks: The Sparsely-Gated Mixture-of-Experts 

Layer, by Noam Shazeer et al
● Based on the GNMT model architecture

○ Add a Mixture of Exports layer between the first and second LSTM layers
○ Adds a lot of params, but actually reduces number of compute





Conv sequence to sequence model
● Convolutional Sequence to Sequence Learning, by Jonas Gehring et al
● Main difference from GNMT, lstm is replaced by gated linear units

● Other difference from GNMT
○ Attention at every decoding layer
○ Dot product based attention
○ Position embedding





Conv sequence to sequence learning
● Very nice results
● Appears to be very sensitive to params initialization, hard to reproduce



Transformer Model
● Attention is all you need, by Ashish and Noam from the Google Brain team.
● Building blocks

○ Multi-headed Self-attention
○ Multi-layer Multi-headed Attention
○ Hand engineered position embedding
○ Residual connections and layer normalization to stabalize model training

● It is the current state of the art





Three ways of attention

Encoder-Decoder Attention

Encoder Self-Attention MaskedDecoder Self-Attention



Self-Attention

Convolution Self-Attention



Self-Attention

Convolution Self-Attention





Further reading
● Neural Machine Translation, book chapter

https://arxiv.org/abs/1709.07809


Speech Recognition



Sequence models in ASR
● Covers a few popular end-to-end ASR models: CTC, RNN-T, LAS
● CTC is by Alex Graves

○ Connectionist Temporal Classification: Labelling Unsegmented Sequence Data with Recurrent 
Neural Networks, by Alex Graves

● RNN-T is by Alex Graves
○ Sequence Transduction with Recurrent Neural Networks, by Alex Graves

● LAS is by Google Brain and Yoshua’s group
○ Listen, Attend and Spell, by William Chan et al
○ Attention-Based Models for Speech Recognition, by Jan Chorowski et al



Speech frontend
● To transform the raw speech signal into a format that is more suitable for 

ASR
○ Keeps only the essential information in speech

● Trend is speech frontend is getting simpler and simpler
○ Modern ASR system is capable of extracting useful information from noisy signal directly.
○ Complex frontend runs the risk of throwing away useful information

● Research suggest that you can even get rid of the ASR directly.
○ Learning the Speech Front-end With Raw Waveform CLDNNs, by Tara and et al. 



Log mel filter bank energies
● Take a short time fourier transform of the speech signal with an appropriate 

window size and shift. Typical window size and shift are 25ms and 10ms 
respectively.

● Convert frequency energies from linear scale to a  mel scale, using triangular 
overlapping windows.

● Take the log of the energy

https://en.wikipedia.org/wiki/Mel_scale
https://en.wikipedia.org/wiki/Window_function#Triangular_window
https://en.wikipedia.org/wiki/Window_function#Triangular_window


CTC model
● Connectionist Temporal Classification: Labelling Unsegmented Sequence Data 

with Recurrent Neural Networks, by Alex Graves
● It is a quite old model, proposed in 2005
● Used in Baidu’s DeepSpeech and DeepSpeech2 systems



Alignment
● Model output is frame synchronous

○ The model output one label symbol at every frame

● To match the output sequence to the input sequence in length
○ blank symbol, “_”
○ repeated symbols

t t _ h e e _ m m a _ t _ _
t h h _ _ e e _ _ m _ a t t

Spectrogram

Alignment #2

Alignment #1

The cat sat on the mat Label sequence

...



CTC loss
● CTC loss assumes “temporal independence” in the output layer
● Given an alignment of label sequence to input sequence, P(alignment | input) 

is trivial to compute
○ It is simply the product of P(label symbol) at each frame

● P(label | input) = sum_{all valid alignments}(P(alignment | input))
○ Exponentially many valid alignments
○ Dynamic programming algorithm available to compute this sum exactly

● CTC loss = E{label, input}log(P(label | input))



CTC loss



CTC decoding
● Greedy decoding

○ Find an alignment such that P(alignment|input) is maximized 
○ Take the most probable symbol at each time step
○ Remove repeated symbols and blank symbols

● Dynamic programming based decoding
○ Find the label sequence such that P(label|input) is maximized
○ Can use an algorithm similar to the one used in training



Nice extension of the CTC model
● Gram-CTC: Automatic Unit Selection and Target Decomposition for Sequence 

Labelling, by Hairong Liu et al
● Segmentation is fixed in standard CTC, e.g. “CAT” to “C”, “A” and “T”.
● Key idea is to allow the network to learn a valid segmentation at the same 

time
○ CAT -> “C”, “A”, “T”
○ CAT -> “C”, “AT”
○ CAT -> “CA”, “T”
○ CAT -> “CAT”





CTC
● It is fairly stable to train

○ Guaranteed monotonicity in alignment

● Natualy produces an alignment as a by-product
○ Can be useful for other applications

● Very weak language model
○ Usually need to combine with a strong external language model for it to perform well



RNN-T
● Proposed to address the limitations in the CTC model, namely the temporal 

independence assumption
● Two recurrent neural networks

○ One on the source sequence
○ The other on the label sequence

● Target side RNN allows the model to learn a much better build-in language 
model

● A separate joint network on top to combine the source sequence RNN and the 
target sequence RNN



RNN-T

lstm

lstm

lstm

lstm

lstm

lstm...

lstm

lstm

lstm

lstm

lstm

lstm... Source RNN

Target RNN

lstm

lstm

Joint network

u * t joint networks 
organized into a lattice



RNN-T
● A special symbol “null” is introduced
● When “null” is generated, the model moves one step forward in the 

source sequence
● At training time, dynamic programming is used to sum up probabilities in 

all the path 
● Each prediction path is (u + t) steps long



RNN-T
● Definitely stronger built-in language model
● It is harder to train, but one can pre-train the source RNN with a CTC loss, and 

target RNN using a LM loss on some large text corpus
● Decoder RNN is completely independent of the source



Attention based models
● Very similar to the translation model

○ speech as input instead of text

● Gaining popularity
○ Attention-Based Models for Speech Recognition, by Jan Chorowski et al
○ Listen, Attend and Spell, by William Chan et al
○ Very Deep Convolutional Networks for End-to-End Speech Recognition, by Yu Zhang et al
○ Latent Sequence Decompositions, by William Chan et al

● Research from my group suggest attention based models are very promising 
for ASR



Attention based models
● Offers the best modeling flexibility

○ Decoder has strictly more information as it conditions on the encoding of the source
○ No artificial statistical assumptions, like temporal independence assumption in CTC, or the  

independence assumption among the joint networks in RNN-T

● In theory should be the best one to use
○ In practice depends very much on model tuning as well



 LAS
● Listen: Acoustic model
● Attend: Dynamic time warping
● Spell: language model

https://arxiv.org/pdf/1508.01211.pdf



How much would a 
woodchuck chuck



Comparing Sequence-to-Sequence Models

Attention-based models have the encoder feeding the 
decoder with acoustic information.



A Comparison of Sequence-to-Sequence Models for Speech Recognition,

https://arxiv.org/pdf/1703.08581.pdf

CTC
RNN-T

LAS

http://www.isca-speech.org/archive/Interspeech_2017/pdfs/0233.PDF


https://arxiv.org/pdf/1707.07413.pdf



Speech Synthesis



Speech synthesis
● It is the reverse problem of speech recognition
● Existed for a long time
● Straightforward solution is Concatenative TTS

○ Stitch together pieces of recorded speech, with smoothing at the boundaries
○ Quite intelligible
○ Prosody is not natural, sounds very robotic
○ Widely used



Neural based TTS
● Fully neural network based TTS system is getting popular

○ Wavenet from Google DeepMind
○ TacoTron from Google
○ DeepVoice from Baidu
○ VoiceLoop from Facebook

● Wavenet can been seen as a high quality vocoder
● TacoTron, DeepVoice and VoiceLoop are all end to end TTS systems
● Will focus on DeepVoice and TacoTron in this talk

https://deepmind.com/blog/wavenet-generative-model-raw-audio/
https://arxiv.org/abs/1703.10135
http://research.baidu.com/wp-content/uploads/2017/05/Deep-Voice-2-Complete-Arxiv.pdf
https://arxiv.org/abs/1707.06588


DeepVoice
● Follows more traditional approach
● It is a pipelined system

○ text -> phoneme
○ phoneme -> duration
○ phoneme + duration -> Pictch
○ Wavenet like vocoder



DeepVoice



TacoTron
● It is just one end to end model
● The model predicts linear spectrograms from text directly

○ So no explicit duration model, pitch model and etc

● Used fixed Griffin-Lim algorithm to convert from spectrograms to speech
○ Griffin-Lim as inverse FFT

● Could benefit from a better vocoder
○ e.g. Wavenet

● Some examples can be found:
○ https://google.github.io/tacotron/



Model Architecture



Other applications of sequence models



What else we can do with sequence models?
● Image captioning

○ Show and Tell: A Neural Image Caption Generator, by Oriol Vinyals

● Syntactic constituency parsing
○ Grammar as a Foreign Language, by Oriol Vinyals

● Handwriting synthesis
○ Generating Sequences With Recurrent Neural Networks, by Alex Graves

● Many more ...



Image Captioning

p(English | French)

p(English | Image)

1. Vinyals, O., et al. "Show and Tell: A Neural Image Caption Generator." CVPR (2015).
2. Mao, J., et al. "Deep captioning with multimodal recurrent neural networks (m-rnn).” ICLR (2015).
3. Karpathy, A., Li, F., “Deep visual-semantic alignments for generating image descriptions.” CVPR (2015).





Syntactic parsing



Handwriting synthesis



Conclusion
● Introduced many popular sequence models for language modeling, for 

machine translation, automatic speech recognition, speech synthesis, and 
others

● Advanced topics that I didn’t cover
○ Scheduled sampling
○ Sequence training to directly optimize for the final metric
○ Online sequence models
○ Language model integration into NMT, ASR and etc



Q & A


