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Motivation

» Subtasks in NLP
« Segmentation———> POS tagging
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Motivation

e Subtasks in NLP
* NER and Relation

sentence

U

NER

U

RELATION

Associated Press writer Patrick McDowell in Kuwait City

Associated Press writer Patrick McDowell in  Kuwait City

ORG PER GPE
ORG-AFF PHYS

S N

Associated Press writer Patrick McDowell in  Kuwait City

ORG PER GPE



Motivation

e Subtasks in NLP

 Entity and Sentiment

sentence So excited to meet my baby Farah !!!
NER So excited to meet my [baby Farah] !!!
PER

U

Sentiment So excited to meet my [baby Farah]+ !!!

PER + POSITIVE



Motivation

 Joint model
* Reduce error propagation
 Allow information mixing

* Challenge
« Joint learning
« Search
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Statistical Models

* Graph-Based Methods
 Transition-Based Methods



Statistical Models

* Graph-Based Methods
 Transition-Based Methods



Graph-Based Methods

* Traditional solution

« Score each candidate, select the highest-scored output
« Search-space typically exponential

like  playing table-tennis with her.
/\ NN TN

like  playing table-tennis  with her.

I like  playing table-tennis with her. A
rainN

like  playing table-tennis  with her .

NN TN N

I like  playing table-tennis with her.

‘ v' Over 100 possible trees for this seven-word sentence.
v" Over one million trees for a 20-word sentence.



Graph-Based Methods

e Joint Label Structure
* Reranking

« Joint Modeling (Multi task)
« Joint Modeling (Single task)



Graph-Based Methods

« Joint Label Structure

* Reranking

 Joint Modeling (Multi task)

« Joint Modeling (Single task)



Joint Label Structure

« Two questions to building a Chinese POS tagger:

« Should we perform Chinese POS tagging strictly after word
segmentation in two separate phases (one at-a-time approach), or
perform both word segmentation and POS tagging in a combined,
single step simultaneously (all-at-once approach)?

« Should we assign POS tags on a word-by-word basis (like in English),
making use of word features in the surrounding context (word-based),
or on a character-by-character basis with character features (character-
based)?

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

 Collapsing labels

Segmentation

it ARl T R =

NN |VV NN

POS Tagging

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* Collapsing labels

BE BE BE
i I L R =
NN VV NN

B-NN E-NN B-VV E-VV B-NN E-NN

NN

i B Ui A (5t

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* One-at-a-Time, Word-Based POS Tagger : Feature

@ W (n=-2-10,12)

(b) W, W, (n=-2-10,1)

(c) W_,W,

(d) Pu(W, )

() T(W_, )T(W_, )T(W,)T(W,)T(W,)
(t)y POS(W.,)

(g) POS(W_, )POS(W_; )

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* Collapsing labels

BE BE BE
i I L R =
NN VV NN

B-NN E-NN B-VV E-VV B-NN E-NN
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Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* One-at-a-Time, Character-Based POS Tagger : Feature
(a) C, (n=-2,-10,12)

(b) C,C,, (n=-2-10.1)
(c) C_,C,

(d) W,C,

(e) Pu(C,)

(D) T(C_,)T(C_, )T(C,)T(C,)T(C,)
(8) POS(C_yy, )

(h) POS(C_,y, )JPOS(C_py, )

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* All-at-Once, Character-Based POS Tagger and Segmenter :

Feature (a) C, (n=—2,-1,0,12)
() C,C,,;(n=-2-10.1)
(c) C_,C,
(d) w,C,
(€) Pu(Cy)

() T(C_,)T(C_)T(Cy)T(C)T(C,)
(&) B(C 1y, JPOS(C 1y, )
(h) B(C_yy, JPOS(C sy, JB(C_yy, JPOS(C )

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

* Results on the various methods(local maximum entropy)

Method Word Seg | POS Total
F-measure [Accuracy | Testing

(%) (%) Time

One-at-a-Time 95.1 84.1 1 min
Word-Based 20 secs

One-at-a-Time 95.1 91.7 1 min
Char-Based 50 secs
All-At-Once 95.2 91.9 20 mins

Char-Based

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Label Structure

 Results Discussions

« Character-based approach is better than word-based approach. Unlike
in English where each English letter by itself does not possess any
meaning, many Chinese characters have well defined meanings. In
addition, since the OOV rate for Chinese words is much higher than the
OOV rate for Chinese characters, in the presence of an unknown word,
using the component characters in the word to help predict the correct
POS is a good heuristic.

* The all-at-once approach, which considers all aspects of available
information in an integrated, unified framework, can make better
informed decisions but incurs a higher computational cost.

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or
character-based?." EMNLP. 2004.



Joint Parsing and NER

A joint model of both parsing and named entity recognition.

NP
//\
NP DT NamedEntity-GPE*
T T
DT NP PP NP-GPE PP-GPE
| T | T T
NNP IN NP . NNP-GPE IN-GPE NP-GPE
| I
NNP NNP-GPE
| I
the [District of Columbia] gpg the District of Columbia

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association
for Computational Linquistics. Association for Computational Linquistics, 2009.



Joint Parsing and NER

A feature-based CRF-CFG parser operating over tree structures
augmented with NER information.

NP NP
T Y
NP PP DT NP PP

DT NNP IN NP NNP IN NP

I |
NNP NNP

l |

the [District of Columbia] gpg the [District of Columbia] gpg

(a) (b)

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association
for Computational Linquistics. Association for Computational Linquistics, 2009.



Joint Parsing and NER

« Data : LDC2008T04 OntoNotes Release 2.0 corpus (Hovy et al.,
2000).

Training Testing
Range # Sent. Range # Sent.
ABC 0-55 1195 56-69 199
CNN 0-375 5092 376-437 1521
MNB 0-17 509 18-25 245
NBC 0-29 552 30-39 149
PRI 0-89 1707 90-112 394

VOA 0-198 1512 199-264 383

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association
for Computational Linquistics. Association for Computational Linquistics, 2009.



Joint Parsing and NER

 Results:

Parse Labeled Bracketi Training

Precision  Recall F Time

ABC Just Parse 70.18%  70.12%  70.15Y% - 25m
Just NER - 76.84%  72.32% 74.51%

Joint Model 69.76%  70.23% 69.99% 77.70%  72.32% 74.91% 45m

CNN Just Parse 76.92%  77.14%  77.03% - 16.5h
Just NER - 75.56%  76.00% 75.78%

Joint Model 77.43%  77.99% 77.71% 78.73%  78.67% 78.70% 31.7h

MNB Just Parse 63.97%  67.07% 65.49% - 12m
Just NER - 72.30%  54.59% 62.21%

Joint Model 63.82% 67.46% 65.59% 71.35%  62.24% 66.49% 19m

NBC Just Parse 59.72%  63.67% 61.63% - 10m
Just NER - 67.53%  60.65% 63.90%

Joint Model 60.69%  65.34% 62.93% 71.43%  64.81% 67.96% 17m

PRI Just Parse 76.22%  76.49%  76.35% - 2.4h
Just NER - 82.07%  84.86%  83.44%

Joint Model 76.88%  77.95% 77.41% 86.13%  86.56% 86.34% 4.2h

VOA Just Parse 76.56%  75.74%  76.15% - 2.3h
Just NER - 82.79%  75.96%  79.23%

Joint Model 77.58%  77.45% 77.51% 88.37%  87.98% 88.18% 4.4h

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association
for Computational Linquistics. Association for Computational Linquistics, 2009.



Graph-Based Methods

e Joint Label Structure
* Reranking

 Joint Modeling (Multi task)
« Joint Modeling (Single task)



Joint Word Segmentation and POS Tagging

* This method performs joint decoding of separately trained
Conditional Random Field(CRF) models, while guarding against
violations of hard-constraints.

« Separately trained, reranking.
« Use tag sequence score to rank segmentation.

Shi, Yanxin, and Mengqgiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation
and Labeling Tasks." IJcAl. 2007.



Joint Word Segmentation and POS Tagging

* Dual-layer CRFs
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Shi, Yanxin, and Mengqgiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation
and Labeling Tasks." IJcAl. 2007.



Joint Word Segmentation and POS Tagging

* Results on Segmentation

ASo [CTBo| HKo | PKo [S-Avg|O-Avg
SO1 88.1% 95.3%191.7%)92.2%
S02 91.2% 91.2%|89.1%
S03 87.2%(82.9%88.6%92.5%|87.8%|94.1%
S04 93.7%93.7%95.2%
SO7 94.0%194.0%)95.2%
S08 95.6%93.8% (94.7%95.2%
S10 90.1% 95.9%193.0%92.2%
S11 90.4%88.4%\87.9% |88.6%|88.8%|94.1%
Peng et al. *04(95.7%89.4% (94.6%|94.6%93.6% | 94.1%
Our System  [96.8%89.1%95.2% {95.2% 94.1%

1 2 3 4 5 6
Baseline 97.3%{97.2%95.4%|96.7% [96.2%(93.1%
Joint decoding (97.4%(97.3%95.7%(96.9% |96.4% (93.4%
7 8 9 10 average
Baseline 95.9%194.8%(95.7%196.2 %| 95.85%
Joint decoding[96.0%(95.2%(95.9%(96.3% | 96.05%
AS CTB
P R Fl P R Fl
Baseline 96.7%1(96.8%(96.7%|88.5%|88.3%|88.4%
Joint Decoding |[96.9%96.7%|96.8% |89.4%|88.7%(89.1%
PK HK
P R Fl P R Fl
Baseline 94.9%194.9%|94.9% 94.9%95.5%95.2%
Joint Decoding|95.3%(95.0%(95.2%95.0%95.4%95.2%

Shi, Yanxin, and Mengqgiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation
and Labeling Tasks." IJcAl. 2007.




Joint Word Segmentation and POS Tagging

* Results on POS Tagging

1 2 3 4 5 6
Baseline 93.8%(93.7%(90.2% | 92.0% (93.3%|87.2%
Joint Decoding|94.0% (93.9% (90.4% | 92.2% (93.4% |87.5%

7 8 9 10 average
Baseline 92.2%190.8%(91.5%92.0 %| 91.67%
Joint Decoding|92.4%(91.0%(91.7%(92.1% | 91.86%

Shi, Yanxin, and Mengqgiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation
and Labeling Tasks." IJcAl. 2007.



Joint Parsing and SRL

* The goal of this investigation is to narrow the gap between SRL
results from gold parses and from automatic parses. The paper
aims to achieve this by jointly performing parsing and semantic
role labeling in a single probabilistic model. In both parsing and
SRL, state-of-the-art systems are probabilistic; therefore, their
predictions can be combined in a principled way by multiplying
probabilities. This paper rerank the k-best parse trees from a
probabilistic parser using an SRL system.

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.



Joint Parsing and SRL

e Task

Semantic Roles SRL
Syntax Parser
Input

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.



Joint Parsing and SRL

 Overall results

Precision Recall | Fg—1

Development 64.43% | 63.11% | 63.76
Test WSJ 68.57% | 64.99% | 66.73
Test Brown 62.91% | 54.85% | 58.60
Test WSJ+Brown 67.86% | 63.63% | 65.68

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.



Test WSJ Precision Recall | Fg=1
Overall 68.57% | 64.99% | 66.73
AQ 69.47% | 74.35% | 71.83
Al 66.90% | 64.91% | 65.89
A2 64.42% | 61.17% | 62.75
A3 62.14% | 50.29% | 55.59
A4 72.73% | 70.59% | 71.64
A5 50.00% | 20.00% | 28.57
AM-ADV 55.90% | 49.60% | 52.57
AM-CAU 76.60% | 49.32% | 60.00
AM-DIR 57.89% | 38.82% | 46.48
AM-DIS 79.73% | 73.75% | 76.62
AM-EXT 66.67% | 43.75% | 52.83
AM-LOC 50.26% | 53.17% | 51.67
AM-MNR 54.32% | 51.16% | 52.69
AM-MOD 98.50% | 95.46% | 96.96
AM-NEG 98.20% | 94.78% | 96.46

Joint Parsing and SRL

* Detailed results on the WSJ test

AM-PNC 46.08% | 40.87% | 43.32
AM-PRD 0.00% 0.00% 0.00
AM-REC 0.00% 0.00% 0.00
AM-TMP 72.15% | 67.43% | 69.71
R-AOQ 0.00% 0.00% 0.00
R-Al 0.00% 0.00% 0.00
R-A2 0.00% 0.00% 0.00
R-A3 0.00% 0.00% 0.00
R-A4 0.00% 0.00% 0.00
R-AM-ADV 0.00% 0.00% 0.00
R-AM-CAU 0.00% 0.00% 0.00
R-AM-EXT 0.00% 0.00% 0.00
R-AM-LOC 0.00% 0.00% 0.00
R-AM-MNR 0.00% 0.00% 0.00
R-AM-TMP 0.00% 0.00% 0.00
| v | 99.21% | 86.24% | 92.27

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.




Graph-Based Methods

e Joint Label Structure
* Reranking

« Joint Modeling (Multi task)
 Joint Modeling (Single task)



Joint Modeling

* Joint Search, separate training

« Search complex problem
* |[LP
« BP
e Dual Decomposition

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



Joint Entity and Sentiment

* A model that jointly identifies opinion-related entities, including
opinion expressions, opinion targets and opinion holders as well
as the associated opinion linking relations, IS-ABOUT and [|S-
FROM.

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

« Example:
 Opinion linking relations
« The numberic subscripts denote linking relations, one of IS-ABOUT OR IS-FROM
* Opinion entities:

* Opinion expressions: O jointly identifies opinion-
« Opinion targets: T related entities, as well as
« Opinion holders: H opinion linking relations

[The workers][H1 jwere irked [04] by [the government report][w

and were worried,,; as they went about their daily chores.

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

 Model

« Formulate the task of opinion entity identification as a sequence
labeling problem and employ conditional random fields (CRFs) to learn
the probability of a sequence assignment y for a given sentence x;
Then, it treat the relation extraction problem as a combination of two
binary classification problems and use L1-regularized logistic
regression to train the classifiers; finally optimize the joint objective
function which is defined as a linear combination of the potentials from
different predictors with a parameter A to balance the contribution of
these two components: opinion entity identification and opinion relation
extraction.

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

* CRF

D — Opinion expression
T — Opinion target

H — Opinion Holder

N — Opinion None

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

* A model for opinion target relation
* A model for opinion holder relation

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

« Joint training objective by linearposition

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

* |LP for search
e Constraint 1: Uniqueness
« Constraint 2: Non-overlapping

« Constraint 3: Consistency between the opinion-arg and opinion-implicit-
arg classifiers

» Constraint 4: Consistency between opinion-arg classifier and opinion
entity extractor

« Constraint 5: Consistency between the opinion-implicit-arg classifier
and opinion entity extractor

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

» Results on Opinion Entity Extraction

Opinion Expression Opinion Target Opinion Holder
Method P R F1 P R F1 P R F1
CRF 82.21 | 66.15 | 73.31 | 73.22 | 48.58 | 58.41 72.32 | 49.09 58.48

CRF+Ad; 82.21 | 66.15 | 73.31 | 80.87 | 42.31 55.56 | 75.24 | 48.48 58.97
CRF+Syn | 8221 | 66.15 | 73.31 | 81.87 | 30.36 | 44.29 | 78.97 | 40.20 | 53.28
CRF+RE 83.02 | 4899 | 61.62 | 85.07 | 22.01 3497 | 78.13 | 4040 | 53.26
Joint-Model | 71.16 | 77.85 | 74.35" | 75.18 | 57.12 | 64.92"" | 67.01 | 66.46 | 66.73""

CRF 66.60 | 52.57 | 58.76 | 44.44 | 29.60 | 35.54 | 65.18 | 44.24 | 52.71
CRF+Ad; 66.60 | 52.57 | 58.76 | 49.10 | 25.81 33.83 68.03 | 43.84 | 53.32
CRF+Syn | 66.60 | 52.57 | 58.76 | 50.26 | 18.41 2694 | 74.60 | 37.98 50.33
CRF+RE 69.27 | 40.09 | 50.79 | 60.45 | 15.37 24.51 75 38.79 51.13

Joint-Model | 57.39 | 62.40 | 59.79" | 49.15 | 38.33 | 43.07"" | 62.73 | 62.22 | 6247

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Entity and Sentiment

» Results on Opinion Relation Extraction

IS-ABOUT IS-FROM
Method P R F1 P R F1
CRF+Adj 73.65 | 37.34 49.55 70.22 | 41.58 52.23
CRF+Syn 76.21 | 28.28 41.25 7748 | 36.63 49.74
CRF+RE 78.26 | 20.33 32.28 74.81 | 37.55 50.00

CRF+Adj-merged-10-best | 25.05 | 61.18 35.55 30.28 | 62.82 | 40.87

CRF+Syn-merged-10-best | 41.60 | 45.66 | 43.53 48.08 | 54.03 50.88

CRF+RE-merged-10-best | 51.60 | 33.09 | 4032 | 47.73 | 54.40 | 50.84
Joint-Model 64.38 | 51.20 | 57.04™" | 64.97 | 58.61 | 61.63""

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.



Joint Supertagging and Parsing

* This method is a single model with both supertagging and
parsing features, rather than separating them into distinct
models chained together in a pipeline.

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



L exicalized Grammar

« CCG parsing (for English, Chinese and other languages) is to
find the syntactic structures of written text based on
combinatory categorial grammars.

Marcel proved completeness
NP (S\ NP)/NP NP
S\ NP
S

Supper tagging and parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



L exicalized Grammar

« CCG traditionally done by supertagging -> parsing

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



L exicalized Grammar

* Loopy belief propagation and dual decomposition
 Factor graph for the combined parsing and supertagging model

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



L exicalized Grammar

argmax f(y) + g(z) 9)
yeY,zes

such that y(i,t) = z(i,t) for all (i,t) € I  (10)

L) = max(f(y) = }_u(i,thy(i,1)) (1)

yey

+ max(f(z) + Zu(z t)z(i,1))

A=Y

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



L exicalized Grammar

 Results

section 00 (dev) section 23 (test)
AST Reverse AST Reverse
LF UF ST LF UF ST LF UF ST LF UF ST
Baseline 87.38 93.08 94.21 | 87.36 93.13 93.99 | 87.73 93.09 94.33 | 87.65 93.06 94.01
C&C’07 87.24 93.00 94.16 - - - | 87.64 93.00 94.32 - -
BPr—1 8770 93.28 94.44 | 88.35 93.69 94.73 | 88.20 93.28 94.60 | 88.78 93.66 94.81
BPj—o5 87.70 93.31 9444 | 88.33 93.72 94.71 | 88.19 93.27 94.59 | 88.80 93.68 94.81
DDy 8740 93.09 9423 | 87.38 93.15 94.03 | 87.74 93.10 94.33 | 87.67 93.07 94.02
DDy—o5 87.71 93.32 94.44 | 88.29 93.71 94.67 | 88.14 93.24 94.59 | 88.80 93.68 94.82

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational
Linquistics: Human Lanquaqge Technologies-Volume 1. Association for Computational Linquistics. 2011.



Graph-Based Methods

» Joint Label Structure
* Reranking
 Joint Modeling (Multi task)

« Joint Modeling (Single task)



Joint Modeling (Single task)

* A Single Model

—

Score = Q(y)w
here y is the model features



Joint Word Segmentation and POS Tagging

 This paper propose a joint segmentation and POS tagging
model that does not impose any hard constraints on the
interaction between word and POS information. Fast decoding
IS achieved by using a novel multiple-beam search algorithm.
The system uses a discriminative statistical model, trained
using the generalized perceptron algorithm.

Input W=E XL llikereadingbooks

Output  FK/PN =EX/V i£/V 15/N  I/PN like/V reading/V books/N

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Word Segmentation and POS Tagging

* The averaged perceptron algorithm is adopted with the union of
feature templates from the baseline segmentor and POS tagger
as the feature templates

Inputs: training examples (x;, y;)
Initialization: set @ = 0
Algorithm:
fort=1..T,1=1..N
calculate 2; = arg max,c GEN(z,;) ®(¥) - W
if z; # v
W=+ (y;) — P(z)

Outputs: w

The perceptron learning algorithm

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Word Segmentation and POS Tagging

» Feature templates for the baseline segmentor

1| word w 9 | word w immediately before character ¢

2 | word bigram wiws 10 | character ¢ immediately before word w

3 | single-character word w 11 | the starting characters ¢y and ¢ of two con-
4 | aword of length [ with starting character c secutive words

5 | aword of length [ with ending character ¢ 12 | the ending characters c; and ¢ of two con-
6 | space-separated characters ¢; and cg secutive words

7 | character bigram c;cy in any word 13 | a word of length [ with previous word w

8 | the first/ last characters c; / co of any word 14 | a word of length [ with next word w

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Word Segmentation and POS Tagging

» Feature templates for the baseline POS tagger
1 | tag ¢ with word w 11 | tag ¢ on a word containing char ¢ (not the
2 tag bigram ¢,%9 starting or ending character)
3 tag trigram £1¢2f3 12 | tag ¢ on a word starting with char ¢y and
4 | tag t followed by wc containing char ¢
5 | word w followed by 13 | tag £ on a word ending with char ¢y and
6 | word w with tag ¢ ar containing char ¢
7 | word w with tag ¢ ar 14 | tag ¢ on a word containing repeated char cc
8 | tag t on single-chara 15 | tag ¢ on a word starting with character cat-

ter trigram ciwes egory g

9 | tag t on a word starting with char ¢ 16 | tag ¢ on a word ending with character cate-
10 | tag ¢ on a word ending with char ¢ gory g

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Word Segmentation and POS Tagging

* The decoding algorithm for the joint word segmentor and POS
tagger, agendas[i] stores the best sequences that end at i

Input: raw sentence sent — a list of characters Algorithm:
Variables: candidate sentence item — a list of for end_index = 1 to sent.length:
. foreach tag:
(word, tag) pairs;

. for start_index =
maximum word-length record max(1, end index — mazlenftag] + 1)

maxlen for each tag; to end_index:
the agenda list agendas; word = sent[start_index..end 1
the tag dictionary tagdict; if (word, tag) consistent with tag

' for it d tart_nd
start_index for current word; item € agendas|start-in
tem = 1tem

end_index for current word item, .append((word.tag))

Initialization: agendas|0] = [*”], agendas|end_index].insert(item )
agendas(i] = [| (¢! = 0) Outputs: agendas[sent.length|.best_item

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Word Segmentation and POS Tagging

* The comparison of overall accuracies by 10-fold cross
validation using CTB

Model SF TF TA
Baseline+ (Ng) 95.1 | — 91.7
Joint+ (Ng) 95.2 91.9

Baseline+* (Shi) | 95.85 | 91.67 -
Joint+* (Shi) 96.05 | 91.86 -
Baseline (ours) 95.20 | 90.33 92.17
Joint (ours) 95.90 | 91.34 93.02

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL.
2008.



Joint Entity Relation Extraction

* An incremental joint framework to simultaneously extract entity
mentions and relations using structured perceptron with efficient
beam-search. A segment-based decoder based on the idea of
semi-Markov chain is adopted to the new framework as
opposed to traditional token-based tagging.

PHYS
EMP-0RG PER

EMP-ORG m S© &
US forces in Somalia , Haiti and Kosovo. Q Y
/_\ ~ N — N—— | N~ —— C and
GPE GPE GPE conj-an

The tire maker still employs 1,400 . GPE PER ~ GPE  GPE GPE — - - -2 GPE
ORG PER conj_and
(a) Interactions between Two Tasks (b) Example of Global Feature

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Joint Entity Relation Extraction

« Similar idea to (Zhang and Clark 2008)

* A Single Model
§ = argmaxf(z,y') - w
y'e(z)

« Beam Search

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Joint Entity Relation Extraction

« Example of decoding steps

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Joint Entity Relation Extraction

 Feature

 Local features
» Gazetteer features
« Case features
» Contextual features
» Parsing-based features
 Global entity mention features
« Coreference consistency
* Neighbor coherence
» Part-of-whole consistency
* Global relation features
* Role coherence
« Triangle constraint
* Inter-dependent compatibility
* Neighbor coherence

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Joint Entity Relation Extraction

* Experiments

» Data:
« Training data: ACE’05
* Validation data: ACE’04

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Joint Entity Relation Extraction

» Results

Model Entity Mention (%) Relation (%) Entity Mention + Relation (%)
Score P R Fq P R Fq P R Fq
Pipeline 83.2 73.6 78.1 | 675 394 498 | 65.1 38.1 48.0

Joint w/ Local 84.5 76.0 800 | 684 40.1 506 | 653 38.3 48.3

Joint w/ Global | 85.2 769 80.8 | 689 419 52.1 | 654 398 49.5
Annotator 1 91.8 899 909 | 719 69.0 704 | 69.5 66.7 68.1
Annotator 2 88.7 883 885 | 652 63.6 644 | 61.8 60.2 61.0
Inter-Agreement | 85.8 87.3 86.5 | 554 547 550|523 51.6 51.9

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.



Statistical Models

» Graph-Based Methods
 Transition-Based Methods



A Transition System

« Automata
« State
» Start state —— an empty structure
« End state —— the output structure
 Intermediate states —— partially constructed structures
« Actions

« Change one state to another

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

/aO\

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

/al\ /ai-l\

/aO\

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

/al\ /ai_l\ _— ai \

/aO\

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

/aO\

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

 Automata

/aO\

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



A Transition System

e State

» Corresponds to partial results during decoding
« start state, end state, S,

aO\ |1\ nl\

 Actions
* The operations that can be applied for state transition

« Construct output incrementally
) al

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT
+ AR-ARC-RIGHT

He does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —AL> ‘ iys it here

He

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —ALE> ‘ iys it here —S—» d;es it here
He

He

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —ALE> ‘ iys it here —S—» d;es it here
He

He
d;es it here

He

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —ALE> ‘ iys it here —S—» dées it here
He

He

dges here “—R— does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —ALE> ‘ iys it here —S—» d;es it here
He

He
dées here <“«AR— ‘ dées here <«—R— does it here
He it

He 1t He

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing

 An Example
+ S-SHIFT
+ R-REDUCE
« AL-ARC-LEFT

« AR-ARC-RIGHT
He does it here —S—> He does it here —ALE> ‘ iys it here —S—» d;es it here
He

He
dges <“«—R— dges here <“AR— ‘ dées here “—R— does it here
He it He

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Search Space

* Find the best sequence of actlons ?'

* Exponential >‘
s

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

agenda

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

agenda
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Beam-search decoding

agenda

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

agenda

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
|: He does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
He does it heref — S || He does it herg

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
He does it heref — S || He does it herg | c‘I}es it here

He

| He does it here
[Hedoes ithere

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
He does it heref — S || He does it herg | c‘I}es it herel] —S—» does it here

He He

|He does it here He does it  here
@ it here He does it here

7

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
He does it heref — S || He does it herg | c‘I}es it herel] —S—» does it here

H

| He does it here
[Hedoes ithere

He

He does it here

He does it here

7
i

®H

does it here

He

He does it here

He does here

i

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

* Dependency Parsing Example
* Decoding
He does it heref — S || He does it herg | c‘I}es it here

H

| He does it here
[Hedoes ithere

does it here

He

He does it here

il

He does it here

does it here

®H

He

He does it here

‘ d;es it here
e

He does it here

He does here

N 1

i

He
Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.




Beam-search decoding

* Dependency Parsing Example
* Decoding

He does it herel —S—» He does it here | c‘I}es it here
e

H

| He does it here
[Hedoes ithere

does it here

He

He does it here

He does it here

il

does it here

‘ d;es it here

®H

dées here
He
does it here ¢

He He
Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.

He

He does it here

does it here
He does here

N 1

i




Beam-search decoding

* Dependency Parsing Example
* Decoding

He does it herel —S—» He does it here | c‘I}es it here
e

H

| He does it here
[Hedoes ithere

does it here

He

He does it here

He does it here

il

does it here

‘ d;es it here

®H

dées here
e it here i
He
does it does it here ¢

He here He He
Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.

He

He does it here

does it here
He does here

N 1

i




Learning guided search

« Search not optional (vs graph-based structured prediction) sgends

» Learn to fix search errors ‘\ :

Positive ‘ "
example
Negative . ‘
example




Advantages

* Low computation complexity

* Arbitrary linear features
« Enabled by learning-guided-search

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Advantages

» State-of-the-art accuracies and speeds
* For a wide range of tasks

* Enable joint models

« Address complex search space and use joint features, which have
been difficult for traditional models

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Joint Segmentation and Tagging

* The transition system
« State

« Partial segmented results
« Unprocessed characters
« Two actions
« Separate (1) : tis a POS tag
* Append

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
* Initial state

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
« Separate(PN)

i
=
Sei
H

FK /PN

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
« Separate (V)

/PN BN RS

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
* Append

[l

/PN EXK/V ES Y

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
« Separate (V)

/PN BV OB/ 35

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
« Separate (N)

/PN BEX/V B/ /N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* The transition system
* End state

/PN BV B/ /N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* Feature templates

Feature templates for the word segmentor.

Feature template When ¢ is

1 w_, separated
2 w_w_p separated
3 w_j, wherelen(w_,) =1 separated
4  start(w_q)len(w_ ) separated
5 end(w_q)len(w_,) separated
6 end(w_q)cy separated
7 c_109 appended
8  begin(w_)end(w_1) separated
9 w_qico separated
10 end(w_,)w_; separated
11 start(w_q)co separated
12 end(w_,)end(w_;) separated
13 w_slen(w_y) separated
14 len(w_p)w_q separated

w = word; ¢ = character. The index of the current character is 0.

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* Feature templates

POS feature templates for the joint segmentor and POSs-tagger.

Feature template when ¢y is
1 w_qt_, separated
2 t_qty separated
3 t_,t_qty separated
4  w_qty separated
5 t_,w_y separated
6 w_qt_jend(w_y) separated
7 w_it_1¢ separated
8 c_rc_qcot_1, where len(w_;) =1 separated
9 oty separated
10 t_ystart(w_q) separated
11 tyco separated or appended
12 cptostart(wy) appended
13 ct_qend(w_q), where ¢ € w_; and ¢ # end(w_1) separated
14 cotocat(start(wyp)) separated
15 ct_jcat(end(w_,)), where c € w_; and ¢ # end(w_;) appended
16 cotoc_1t_1q separated
17 cotgc_q appended

w = word; ¢ = character; t = POs-tag. The index of the current character is 0.

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* Experiments
* Penn Chinese Treebank 5 (CTB-5)
CTB files #sent. # words
Training 1-270 18089 493,939
400-1151
Develop  301-325 350 6,821
Test 271-300 348 8,008

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

* Experiments

Accuracy comparisons between various joint segmentors and POS-taggers on CTB5

KO9 (error-driven)  97.87 93.67

This work 97.78 93.67
Zhang 2008 97.82 93.62
K09 (baseline) 97.79 93.60
JO8a 97.85 93.41
JO8b 97.74 93.37
NO7 97.83 93.32

SF = segmentation F-score; JF = joint segmentation and POS-tagging F-score

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation, Tagging & Chunking

* The observations lead to the solution of joint segmentation,
POS-tagging and chunking

Input fh 2iE L AL
Output  [NP f/NR] [VP #i%/VV] [NP 1t 5/NR H13%/NN] [O . /PU]

* The chunking knowledge can potentially improve segmentation,
this paper explore a joint model that performs segmentation,
POS-tagging and chunking simultaneously.

 To address the sparsity of full chunk features, a semi-
supervised method is proposed to derive chunk cluster features
from large-scale automatically-chunked data.

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: Initial state

stack queue

fh/NR 2)iE/VV JEH/NR HLI%/NN . /PU

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: SEP(NP)

stack queue

[NP fii/NR 2i&/VV JLEE/NR HL3/INN . /PU

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: SEP(VP)

stack queue

NP fi/NR][VP Z|ik/VV JtH/NR HLI%/NN . /PU

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: SEP(NP)

stack queue

INP 1/NR][VP F]iL/VV]
INP Jt5/NR

H13%/NN . /PU

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: APP(NP)

stack queue

INP 1/NR][VP F]iL/VV]

[NP JEEUNR HLIZ/NN . [PU

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking example
 Action: SEP(O)

stack queue

INP 1/NR][VP F]iL/VV]
INP Jt57/NR H13%/NN]

[O. /PU]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

* Word-based chunking feature template

ID Feature Templates

1 N()’LU

o) Not 22 end_word(Co)To

3 Niw 23 end_POS(Cy)To

4 Nyt 24 w- end,word(Co) To

5 Now where w € C and w # end_word(C))

6 Nzt 25 t- end_POS(C()) . T()

7 Now - No where t € POSset(Cyp) and p # end_POS(C))
ow= Vo 26w - label(w) - Ty for all w in Co

8 Niw - Nit 27 bigram(w) - label(w) - Ty for all w in Cy

9 Now - Nat 28  biPOS(w) - label(w) - Ty for all w in Cy

10 Now - Niw 29 POSset(Co) - To

11 Now - Nit 30 Ty-T-

12 Not - Nqw 31  end_word(C-1)-T-1 - start_word(Cy) - To

13 Now - Niw - Not 32 end word(C-1)-T-1-end word(Cy) - Ty

14 Now - Niyw - Nit 33 start word(C-1) - T-1 - start_word(Cy) - Ty

15 Nyw- Naw 34  end POS(C-y)-T-1 - start_ POS(Cy) - Tp

16 le . Nzt 35 end_POS(C_l) . T_1 . end_POS(Co) . T()

17 Nyt - Now 36  start_.POS(C-1)-T-1 - start_POS(Co) - T

18  Nit- Not 37  end_word(C-1) - To; end_POS(C-1) - Ty

19 w1q - N() -To y where len(C’o) =1 38 T1-To- start,word(C’o)

20  start_ word(Co)To 39 T-1-To - start-POS(Co)

21 StaTt_POS(C())TO 40 POSset(C_l) T q - POSset(Co) - T

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: initial state

stack deque queue

fil 2 35 A AL 37 .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(NR)

stack deque queue

[fi/NR Bk db =ML .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
« Action: FIN W

stack deque queue

[fi/NR] Bk db =ML .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(NP)

stack deque queue

NP fti/NR] 2348 b AL 7

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(VV)

stack deque queue

[NP f1/NR] [FI/VV % 4k =ML

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
» Action: APP W

stack deque queue

NP fili/NR] [R5V 1B 5Bl 37

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking

e Action: FIN W
stack deque queue
NP fti/NR] [2I5/VV] 6 L .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(VP)

stack deque queue

NP fi/NR]

[VP Fik/VV] 16 5L 7

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(NR)

stack deque queue
[\[/?@TEQ\?\]/] [HE/NR WL B

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
» Action: APP W

stack deque queue
[\[/?@TEQ\?\]/] [EAUNR Bl 4 .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking

* Action: FIN W
stack deque queue
[\[,'\;,Pg}@\?\],] [HEEUNR] Bl 4 .

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(NP)

stack deque queue
NP 1i/NR]
[VP E[ik/VV] 05

INP 1t 5/NR]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(NN)

stack deque queue
NP 1i/NR]
[VP F|i%/VV] [FL/NN .

INP 1t 5/NR]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
» Action: APP W

stack deque queue
INP {2/NR]
[VP £]i&/VV] [H13%/NN

INP 1t 5/NR]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
« Action: FIN W

stack deque queue

NP 1i/NR]

[VP Fi&/VV] [HL3%/NN]

INP 1t 5/NR]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: APP C

stack deque queue

NP 1i/NR]
[VP 2IiA/VV]

INP Jt52/NR HL3%/NN]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(PU)

stack deque queue
NP 1i/NR]
[VP E[ik/VV] [ /PU

INP Jt52/NR HL3%/NN]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
« Action: FIN W

stack deque queue

NP 1i/NR]

[VP E[ik/VV] [- /PU]

INP Jt52/NR HL3%/NN]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Character-based chunking
 Action: SEP(O)

stack deque queue

NP fi/NR]
[VP 2IiA/VV]

INP Jt57/NR H13%/NN]
[O . /PU]

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

« Character-based chunking feature template

Feature Templates

S

Co - Tp

Co - POSset(Ch)

Co, where len(Cp) = 1
. N()w

Co . N()w ‘ T()
C_1-Co

75 +:Cg

C-1-To

Co - end_word(C_1)
C_l . len(Co)

Co - len(C-1)

Co - end_word(C-1) - T0
C_1:T_1-Cp-Tp

W_9 - W_1

OO0~ N B Wi
S

ko — —
LA W =0

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

o Statistics of the CTB4 corpus

Sections Sentences  Words

Training 1-300 0,528 232.085
326-899
Dev 301-325 350 6,821

Test 900-1078 5,290 165,862

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Results of word-based chunking

Method CHUNK
CRFs 90.74
SVMs 91.46
Chen, Zhang and Isahara (2006) 91.68
Zhou, Qu and Zhang (2012) 92.11
Our Baseline 91.43
Pipeline 69.02

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

» Results of semi-supervised models

SEG POS CHUNK
Supervised | 89.85 81.94 70.96
Semi-ALL | 91.00 82.71 72.29
Semi-C 90.67 82.45 72.09
Semi-Cy 90.71 82.59 71.98
Semi-W 90.72  82.53 71.62

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In

Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

« Comparison between the pipeline and joint models

SEG POS CHUNK
Pipeline 88.81 80.64 69.02
Pipeline-C 88.81 80.64 68.82
Pipeline-Semi-C | 88.81  80.64 69.45
Joint 89.85 81.94 70.96
Joint-C 89.83 81.78 70.63
Joint-Semi-C 90.67 82.45 72.09

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging and
Normalization

 Text normalization is introduced as a pre-processing step for
microblog processing, which transforms informal words into
their standard forms. For example, “tmrw” has been frequently
used in tweets for is for “tomorrow”.

 This paper proposed a transition-based model for joint word
segmentation, POS tagging and text normalization.

ARG ! —> TAE/NN JEJJ/NN K/VA T /SP 1/PU

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
n O rm a I izati O n -~ Sentence: L{F q]@j:ﬂ;:’:ciliwl (How great work pressure is!)

Action Queue Dictionary
Org: T g3
work pear K 1
S | e e JT“
. Nor: TAE big ah! - 7

pear - pressure
ZU- %1

child paper - child
Wt | B -

work
Org: TfE H9ALK

work pear big

APP(“K™)

Nor: TAE
St ot; TAF (ah!) |neckerchief - microblog
o i k- K
: e 2N
Org: ﬂt x b* basin friend - friend
G wor ear big
SEP(“j{ ) Nor‘ I{/}:. p ] | e
work
Org: T/E H9%L X
SEPS(“ A, work pear big

“FE477) Nor: T/E JE/

work pressure

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

» Actions: initial state

stack queue

BN (LRSI

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

 Actions: SEP(_L, NN)

stack queue

T./NN (SN

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

« Actions: APP(1E)

stack queue

TAEINN CEBNE

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

* Actions: SEP(¥3, NN)

stack queue
TAE/NN HY/NN AL IR )

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

« Actions: APP(3Y)

stack queue

TAE/NN FZL/NN LI

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

. Actions: SEPS(X, VA, & /7)

stack queue

TAE/NN HF3/NN K/VA I

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

» Actions: SEP("i, SP)

stack queue

TAE/NN JE /7/NN K/VA i /SP !

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Transition actions for joint segmentation, tagging and
normalization

 Actions: SEP(! , PU)

stack queue

TAE/NN JE S7/NN K/VA T/SP ! /PU

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

» Features
 The segmentation feature templates of Zhang and Clark (2011)

« Extracting language model features by using word-based language
model learned from a large quantity of standard texts

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and
Normalization

* Normalization dictionary
» Using CTB data.

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and

Normalization
* Results
Seg-F POS-F  Nor-F

Stanford 0.9058 0.8163
ST 0.8934 0.8263
S;N;T 0.8885 0.8197 0.4058
SN;T 0.8945 0.8287 0.4207
SNT 0.8995 0.8296 0.4391
ST+Ilm 0.9162 0.8401
S;N:T+lm 09132 0.8341 0.6276
SN;T+lm  0.9240 0.8439 0.6392
SNT+Im 0.9261 0.8459 0.6413

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, POS-tagging and
Constituent Parsing

 This paper investigate Chinese parsing from the character-level,
extending the notion of phrase-structure trees by annotating
internal structures of words.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 Traditional: word-based Chinese parsing

N’R s ADIP - NP
H "IQ it | 4 J‘J N’N
;?J)f M‘}?J

CTB-style word-based syntax tree for “/1[# (China) &5\l (architecture industry) 23 (show)
BT (new) 1% 7 (pattern)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 This: character-based Chinese parsing

.
NP e we NP
NIL-t (- Nl\!|—t R W Ao - Np
NR—/b :|;|:"R-i NN;C | I;I}N-i '?" f,l& Jlb NN-c
Jp |L| NN-b I;JN—i i‘k S’l‘r NN;b NN-
Tl I

Character-level syntax tree with hierarchal word structures for “ (middle) [# (nation) % (construction)
L (building) MV (industry) £ (present) IW. (show) T (new) % (style) J5 (situation)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Why character-based?
« Chinese words have syntactic structures.

NN-r NN-I

NN-b NN-i VV-b VV-i
P 2 =3 i)
(repository) (saving) (investigate) (ancient)

(a) subject-predicate. (b) verb-object.
NN-C NN-r
NN-b NN-i NN-b NN-i
Al £33 g B
(science) (technology) (bad) (kind)
(c) coordination. (d) modifier-noun.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Why character-based?
« Chinese words have syntactic structures.

NN-C
/\
NN-I NN-Ir
NN-b/\NN-i NN-i/\NN-i
T
(crouching) (tiger) (hidden) (dragon)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Why character-based?
« Deep character information of word structures.
NN-r

N

NN-c NN-i

N

NN-b  NN-i Mk
‘ ‘ (industry)

(construction) (building)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Why character-based?
« Deep character information of word structures.
NN-r

Representing the whole word by a
/\ character, which is less sparse.

NN-b  NN-i Mk

2 A

(construction) (building)

(industry)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Why character-based?

 Build syntax tree from character sequences.

» Not require segmentation or POS-tagging as input.
« Benefit from joint framework, avoid error propagation.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 \Word structure annotation
* Binarized tree structure for each word.

NN-/ NN-r
NN-c NN-i NN-c NN-i
NN-b NN-i ] NN-b NN-i 7
| | (plural) | | (field)
A K # B
(friend) (friend) (teach) (education)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 \Word structure annotation
* Binarized tree structure for each word.

NN-/ NN-r
NN-c NN-i NN-c NN-i
NN-b NN-i fi] NN-b NN-i 7
‘ ‘ (plural) ‘ | (field)
ili K # B
(friend) (friend) (teach) (education)

= b, i denote whether the below character is at a word’s beginning position.
= L, 1, ¢ denote the head direction of current node, respectively left, right and coordination.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 \Word structure annotation
* Binarized tree structure for each word.

NN-/ NN-r
NN-c NN-i NN-c NN-i
NN-b NN-i ] NN-b NN-i 7
] ‘ (plural) ‘ ‘ (field)
ili )3 # B
(friend) (friend) (teach) (education)

= b, i denote whether the below character is at a word’s beginning position.
= |, r, ¢c denote the head direction of current node, respectively left, right and coordination.

We extend word-based phrase-structures into character-based
syntax trees using the word structures demonstrated above.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 \Word structure annotation

« Annotation input: a word and its POS.
« A word may have different structures according to different POS.

NN-Ir WA
NN-b NN-i VV-b VV-i
il 5 il Ak
uniform dress dominate

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* The character-based parsing model
A transition-based parser

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* The character-based parsing model

A transition-based parser
« Extended from Zhang and Clark (2009), a word-based transition parser.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* The character-based parsing model
A transition-based parser
« Extended from Zhang and Clark (2009), a word-based transition parser.

* Incorporating features of a word-based parser as well as a joint
SEG&POS system.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* The character-based parsing model
A transition-based parser
« Extended from Zhang and Clark (2009), a word-based transition parser.

* Incorporating features of a word-based parser as well as a joint
SEG&POS system.

« Adding the deep character information from word structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Transition-based Constituent Parsing

* Example
« SHIFT

stack queue

DT ADJ NN VV ADJ NNS

A I N

The little boy likes red tomatoes -

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

« Example
« SHIFT
stack queue
DT ADJ] NN VV ADJ NNS )
| o
The little boy likes red tomatoes -

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

« Example
« SHIFT
stack queue
DT ADIJ NN VV ADJ NNS )
| I
The little boy likes red tomatoes -

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

« Example
* REDUCE-R-NP stack queue
DT ADJ NN VV  ADJ NNS .
] L
The little boy likes red tomatoes -

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

« Example
* REDUCE-R-NP stack queue

DT VV ADJ NNS )

B I

The /\ likes red tomatoes -
ADI NN
|
little  boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« SHIFT

stack queue

VV  ADJ NNS
NP-r | | |

/\ likes red tomatoes -
7 Ay

DT NP-r

A
The

ADJ NN

|

little boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« SHIFT

stack queue

2% ADJ NNS
NP-r I | | |

/\ likes red tomatoes -
7 N

DT NP-r

A
The

ADJ NN

|

little boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« SHIFT
stack queue
VV  ADJ NNS
NP-r I | | |
/\ likes red tomatoes -
fo Ni’-r
A
The
ADJ NN
|
little boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« REDUCE-R-NP

stack queue

VV  ADJ  NNS
v |

/\likes red  tomatoes
7

A Y

DT NP-r

A
The

ADJ NN

|

little boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« REDUCE-L-NP
stack queue
\aY%
NP-r l NP-r
/\hkes AN
7 N 7 <
DlT NP-rADJ  NNS
| |
The A red tomatoes
ADJ NN
|
little boy

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« SHIFT

stack queue

NP-r VP-/
\Y% NP-

DT NP-r A% r
VAN
e or aw Sapr aws
| .
little boy red tomatoes

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« REDUCE-L-S

stack queue

NP-r VP-/
\Y% NP-

DT NP-r A% r
A LN
e or v *Sapr aws
| .
little  boy red tomatoes

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« REDUCE-R-S

stack queue

A
TN A
A

little boy  likes ADJ

red tomatoes

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.



Transition-based Constituent Parsing

* Example
« TERMINATE

stack queue

JNNI
|

/\ /\
i

lik
litte boy  ADJ  NNS

red tomatoes

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam
Search. In Computational Linguistics, 37(1), March.




Joint Segmentation, POS-tagging and
Constituent Parsing

* The transition system
m State:

<«— stack queue —»

S; So Qo |Q;
NN
51/ Slr 50/ 50
ANRVANVANYAN

52

=

r

m Actions:

oSHIFT-SEPARATE(t), SHIFT-APPEND, REDUCE-SUBWORD(d),
REDUCE-WORD, REDUCE-BINARY(d;/), REDUCE-UNARY(/), TERMINATE

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« SHIFT-SEPARATE(t)

«— stack gueue —»

NR-r

/\

NR-b NR-i

|
b

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and

Constituent Parsing

e Actions

. SHIFT-SEPARATE(t)

«— stack
NP

NR-t

NR-r

/\

NR-b NR-i

.
v

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings

gueue —»

Vixay
I
(building)

of ACL 2013. Sophia, Bulgaria. August.

«— stack

NR-b NR-i

i

(middle) (nation)

queue —»

(building)



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« SHIFT-APPEND

«—stack | queue —»
NP NN-b i[[ .
‘ ‘ (building) |(industry)
NR-t 2
‘ (construction)
NR-r

NR-b NR-i

H

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

queue —»

(building) (industry)

* Actions
« SHIFT-APPEND
«— stack
NP NN-b
]
NRt B
’ (construction)
NR-r
NR-b NR-i
.
i

(middle) (nation)

—)

NR-t

NR-r

/\

NR-b NR-i

[|l

(middle) (nation)

«— stack
NN-i

/!-ﬁr
L
(building)

(construction)

queue —»

N

(industry)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
- REDUCE-SUBWORD(d)

«— stack | queue —

o

(industry)

NR-r

/\

NR-b NR-i

]
-

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
- REDUCE-SUBWORD(d)

«— stack

NR-b NR-i

]
b OE

(middle) (nation)

queue —»

o

(industry)

NR-

H

(middle)

b NR-i

«— stack

NN-b  NN-i

2 A

(construction) (building)

(nation)

queue —»

N

(industry)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« REDUCE-WORD

«— stack | queue —»
=
NP 2.
\ . (present)
NR't /\ NT-l
, NN-b  NN-i
NR-r ‘ | (industry)
/\ T
NR-b NR-i (construction) (building)

i

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« REDUCE-WORD
«— stack | queue —» «— stack | queue —»
NP % NP [:?:
\ _ (present) ‘ (present)
NR-t NT-I q NR-t NN-r
NR-r NN NN \R. NN-c  NN-i
‘ | (industry) r /\ ‘
NR/b}R. g 9 /\ NN-b  NN-i W
‘- ‘-I (construction) (building) NR-b NR-i | | (industry)
EP III (co t?ction) (bi)ilting)
(middle) (nation)

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« REDUCE-BINARY(d; |)

«— stack | queue —»

NN-t

|

NN-r

N

NN-c NN-i

/N

NN-b  NN-i
‘ ‘ (industry)

(consthuct ion) (building)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« REDUCE-BINARY(d; |)

«— stack | queue —» queue —»
g . 2

(present)

NN-b  NN-i
‘ ‘ (industry)

(constiyction) (building)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« REDUCE-UNARY(I)

«— stack | queue —»

NP ':?:

‘ (pr.ese‘nt)
NR-t

|

NR-r
NR-b NR-i

ol \e =

'l' (conMtruction) (building)

(middle) (nation)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

e Actions
- REDUCE-UNARY(l)
«— stack | queue —» «— stack | queue —»
NP NN-t = oo NP NP 2 ..
-+ | | (present)
‘ | (present) NR-t
NR-t NN-r q | NN-t
‘ NN/\NN i N ‘
NR-r -C -l /\ NN-r
/\ /\ ’ NR-b NR-i VN
NN-b  NN-i ’ | NN-c  NN-i
NR-b NR-i ‘ | (industry) h /\ ’
’ ’ if ﬂ‘i (middle) (nation) NN-b NN-i ﬂ{
l[' (con¥truction) (building)

(industry)
(middle) (nation) ‘

? et
SE DL

(construdtion) (building)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Actions
« TERMINATE

queue —»

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Features
= From word-based parser (Zhang and Clark,

2009)

= From joint SEG&POS-Tagging (Zhang and
Clark, 2010)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Features
= From word-based parser (Zhang and Clark,

2009)

= From joint SEG&POS-Tagging (Zhang and
Clark, 2010)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Features
= From word-based parser (Zhang and Clark,

2009)

= From joint SEG&POS-Tagging (Zhang and
Clark, 2010)

m Deep character features

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Features
= From word-based parser (Zhang and Clark,

2009)

= From joint SEG&POS-Tagging (Zhang and
Clark, 2010)

m Deep character features

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Features
511 sol \— stack | queue —»

S1it

Silw

(consthuction) (building)

SoOw

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

 Features

511 SOl ag «— stack | queue —»

S1t

Slw
SOc

SOw

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Experiments
* Penn Chinese Treebank 5 (CTB-5)

CTB files #sent. # words
Training 1-270 18089 493,939
400-1151

Develop ~ 301-325 350 6,821
Test 2771-300 348 8,008

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

* Experiments

 Baseline models

 Pipeline model including:
« Joint SEG&POS-Tagging model (Zhang and Clark, 2010).
» Word-based CFG parsing model (Zhang and Clark, 2009).

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and

Constituent Parsing

* Experiments
* Our proposed models

» Joint model with flat word structures

« Joint model with annotated word structures

NN-|
NN-|
NN-|/\
/\
NN-b NN-i NN-i NN-i
Bl i v 4
(crouching) (tiger) (hidden) (dragon)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu.
of ACL 2013. Sophia, Bulgaria. August.

NN-C

/\

NN-I NN-I

N N

NN-b NN-i NN-i NN-i

B i i /4
(crouching) (tiger) (hidden) (dragon)

Chinese Parsing Exploiting Characters. In proceedings



Joint Segmentation, POS-tagging and
Constituent Parsmg

» Results = S
Pipeline Seg 97.35 98.02 97.69
Tag 93.51 94.15 93.83

Parse 81.58 82.95 82.26

Flat word Seg 97.32 98.13 97.73
structures Tag 94.09 94.88 94.48
Parse 83.39 83.84 83.61

Annotated Seg 97.49  98.18  97.84
word Tag 94.46 9514  94.80
structures

Parse 84.42 84.43 84.43

WS 94.02 94.69 94.35

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Constituent Parsing

« Compare with other systems

Task Seg Tag Parse
Kruengkrai+ 09 97.87 93.67 -
Sun’11 98.17 94.02 -
Wang+'11 98.11 94.18 -
Li’1l 97.3 93.5 79.7
Li+ 12 97.50 93.31 -
Hatori+ '12 98.26 94.64 -
Qian+’12 97.96 93.81 82.85
Ours pipeline 97.69 93.83 82.26
Ours joint flat 97.73 94.48 83.61
Ours joint annotated 97.84 94.80 84.43

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and
Dependency Parsing

 This paper investigate the problem of character-level Chinese
dependency parsing, building dependency trees over
characters.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Traditional word-based dependency parsing
* Inter-word dependencies

T~ A

kR GUISES = E KE
forestry administration  deputy director meeting in  make a speech

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

» Character-level dependency parsing
* Inter- and intra-word dependencies

¥ by f\ V‘\ -
AR R ?
woods mdusu\ othce depul\ office m m lgel meelmL m m 1ke speed

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

- Main method

. An overview

« Transition-based framework with global learning and beam search (Zhang and
Clark, 2011)
« Extensions from word-level transition-based dependency parsing models
» Arc-standard (Nirve 2008; Huang et al., 2009 )
» Arc-eager (Nirve 2008; Zhang and Clark, 2008)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

- Main method

- Word-level transition-based dependency parsing
 Arc-standard

AL /
RN
TN )
81 S0 - SH v\JI:—qn q1

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

- Main method

- Word-level transition-based dependency parsing
» Arc-eager

\ AL
2 ? AR s‘

________ ﬂ ___*;

S1 0
o ®

-_._._.—"»/__\"f J/,, .‘17'1.1'__’___'_'_'__'

. .. ...../.)

N

4 . ===

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Main method

 Word-level to character-level P /
« Arc-standard RN f
““““ 1T TSl T
it f\/\ Lo
. AL; .
}/ \\
ALy !
N
p - \* — :‘:
ARy ~ N
________ S N
S1 S0 ¥ TH SHy ch_qO q1
_______ /.x\____:/f\i_ <=~ SH, /p-® @ °°°
® --- ©

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Main method

 Word-level to character-level
* Arc-standard

step action stack queue dependencies

0 - ¢ ol - o

I SHw(NR) #/NR g 9

2 SH. PR/NR Ml/NR BoEl - o

3 AL, \P/NR BoEl - A= {7

4 SH. J/NR fE/NR R Ay

5 ALc JEI/NR Bl R Ar=A U R}
6 PW PRk fE/NR dl Jg o A

7 SHw(NN) Mk =/NR EI/NN oo A

12 PW Mok FRI/NR I & K/NN A;

Lo
-

13 AL, Fill JE /NN Airr = A YWk JF/NR ™ Bl /NN

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Main method

 Word-level to character-level \E PR
» Arc-eager T TN
““““““ *;.o‘j‘_« s ey @” T
““““ NI, ST
N
\ ALy \ - Al -
< / ARy \ 2 Y AR I
/;_/ \ P \‘
TTTS T80 e SH, by % Y SH, fgoq T
AN I N LRI W AN
IVIVe,  INTIVe,
N X

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Main method
 \Word-level to character-level

» Arc-eager
step  action  stack deque queue dependencies
0 9 TR
| SHR) ¢ FR/NR I T
2 AL, ¢ o WNR R - A= {7
3 SH. o) JP/NR Jey - Ay
4 AL. ¢ o FINR &l - Ay = A JPIT F)
5 SHe ¢ JA/NR ISR Ay
6 PW ¢ tRLENR - E R Ay
7 SHy  #ERENR 0 B R - As
13 PW  #LRENR  EIRKNN & L A
‘ ARKNN & L - Ais1 = A YA R/NR Bl R /NN

4 ALy o

..

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

 Main method
 New features LeTTTTS ~< l

Feature templates ¥ 4 W
P N [ i

L'Qe Lgt- R§~ RQL Llclgs L-rclga Rlclgs big law Of[ier]
LQ RQ, LlleL L’TleL Rlclgée

Le- Rw, Lw - Re, Lcet- Rw,

Lwt- Re, Lw- Rct, Lc- Rwt,

Lc- Rc- Lijcic, Le- Re- Lreic,

Lc- Rc- Licoc, Le- Re - Lre2c, l -

Lc- Re- Ricic, Le- Re - Ryeac, i N \
Lisw, Lrsw, Rlsw, Rrsw, Llswt, ~ i e
Lﬂi Rﬂt Rut LMRKs agree with law 1ze
Lrsw - Rw, Lw - Rlsw, Lw- Rrsw

— —
— _\

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

* Experiments

 Data
« CTB5.0, CTB6.0, CTB7.0

CTB50 CTB60 CTB70

Trainine #sent 18k 23k 31k

© #word 494k 641k 718k
#sent 350 2.1k 10k

Development | #word 6.8k 60k 237k
#oov 553 3.3k 13k
#sent 348 2.8k 10k

Test #word 8.0k 82k 245k
#oov 278 4.6k 13k

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

* Experiments

* Proposed models

- /STD (real, pseudo) I
+ Joint segmentation and POS-tagging with inner dependencies

| STD (pseudo, real)

 Joint segmentation, POS-tagging and dependency parsing

| STD (real, real)

\ + Joint segmentation, POS-tagging and dependency parsing with inner dependenci;é

. /EAG (real, pseudo) \
+ Joint segmentation and POS-tagging with inner dependencies

| EAG (pseudo, real)

» Joint segmentation, POS-tagging and dependency parsing

| EAG (real, real)

« Joint segmentation, POS-tagging and dependency parsing with inner dependenci;é

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

* Experiments
* Final results

Model CTB50 CTB60 CTB70

SEG POS DEP WS | SEG POS DEP WS | SEG POS DEP WS
The arc-standard models
STD (pipe) 97.53 9328 79.72 - |9532 90.65 7535 - [9523 89.92 7393 -
STD (real, pseudo) |97.78 93.74 -  97.40(95.77F 91.24* -  95.08|95.59% 90.49* — 9497
STD (pseudo, real) |97.67 94.28% 81.63* — [95.63% 91.40% 76.75% - ]95.53% 90.75% 75.63% -
STD (real, real)  |97.84 94.62% 82.14% 97.30(95.56* 91.39% 77.09* 94.80(95.51% 90.76* 75.70% 94.78
Hatori+ '12 97.75 9433 81.56 - |9526 91.06 7593 - [9527 90.53 7473 -
The arc-eager models
EAG (pipe) 97.53 9328 79.59 - |9532 90.65 7498 - [9523 89.92 7346 -
EAG (real, pseudo) |97.75 93.88 -  97.45/95.63* 91.07F -  95.06|95.50* 90.36* -  95.00
EAG (pseudo, real) |97.76 94.36* 81.70 - |95.63* 91.34% 76.87F - |95.39% 90.56* 75.56* -
EAG (real, real)  [97.84 94.36* 82.07% 97.49(95.71* 91.51% 76.99* 95.16|95.47% 90.72% 75.76% 94.94

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

* Experiments

» Analysis: word structure predication

« OOV words
e Overall

STD(real,real) 67.98%
EAG(real,real) 69.01%

« Assuming that the segmentation is correct

STD(real,real) 87.64%
EAG(real,real) 89.07%

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and
Dependency Parsing

* Experiments
» Analysis: word structure predication

« OOV words 1
= 0.9 .
3 ..
S 08 '
S’ ’:'
c .
= .
= 0.7
0.6 :
0.6 0.7 0.8 0.9 1

STD (real, real)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Entity and Relation Extraction

 This paper investigate joint models for simultaneously extracting
drugs, diseases and adverse drug events. The joint models
have two main advantages.

* They make use of information integration to facilitate performance
iImprovement

* They reduce error propagation in pipeline methods

Gliclazide,,,-induced acute hepatitis ...

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

* \We define the action as:

* O, which marks the current word as not belong to either a drug or
disease mention.

« BC, which marks the current word as the beginning of a drug mention.

« BD, which marks the current word as the beginning of a disease
mention.

* |, which marks the current word as part of a drug or disease mention
but not the beginning.
* For example
» Given a sentence: Gliclazide-induced acute hepatitis.

* The action sequence: "BC O O BD I O “ yields the result "Gliclazide,,-induced
acute hepatitis . ...

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

* We define the state of the joint model as a tuple <lI, ds, dg, s>
* | is a label sequence
 ds is a list of readily-recognized disease entity mentions
 dg is a list of readily-recognized drug entity mentions
* sis a set of ADEs

« Two more actions are defined to achieve this
* N, which indicates that a pair of entities does not have an ADE relation
* Y, which indicates that a pair of entities has an ADE relation

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

* The sentence: Hepatitis caused by methotrexate and etretinate.
* The action sequence:BDOOBCOYBCOY

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<(L0.0L.00> BD

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BDL[LIL0> O

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0O],[Hepatitis],[],[]> O

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0],[Hepatitis],[],[]> BC

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0,BC],[Hepatitis],[],[]> O

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0,BC,0],[Hepatitis],[methotrexate],[]> Y

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0,BC,0,Y],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate)]> BC

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0,BC,0,Y,BC],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate O

)>

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action
<[BD,0,0,BC,0,Y,BC,0O],[Hepatitis],[methotrexate,etretinate],[(Hepatitis, Y
methotrexate)]>

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

 State transition examples

state <I, ds, dg, s> next action

<[BD,0,0,BC,0,Y,BC,0,Y],[Hepatitis],[methotrexate,etretinate],[(Hepatiti <EOS>

s,methotrexate),(Hepatitis,etretinate)]>

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

* The neural joint model

— CIEEIOS0)

Hidden ©O0O00000
]
fO000Ce000®ee)
Pooling |
[@]eIsg#, OJ
e\ 99900
©XeXeXele)
/variable-length
features
\ (Gliclazide-induced acute hepatitis.)

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

« Search and learning

« Greedy
 Local

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

* Experiments
« Data: ADE corpus

* Metrics: Standard precision (P), recall (R), F1-measure (F1)
are used for evaluation

* Preprocessing: The Stanford CoreNLP toolkit7 is utilized
for preprocessing

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction

« Experiments Results

Entity Recognition ADE extraction

Method p R . p R F,
Li et al.
12015] D9 | 716 | 136 | 552 | 419 | 51.1

Baseline 177.8 | 720 | 748 | 60.7 | 515 | 55.7
Discrete Joint | 80.0 | 75.1 715 | 651 | 56.7 | 60.6
Neural Joint 795 | 79.6 | 79.5 | 640 | 629 | 634

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from
Biomedical Text. In Proceddings of I[JCAI 2016. New York City, USA, July.



Outline

 Motivation
o Statistical Models
* Deep Learning Models



Joint Tagging, Chunking and NER

» Features trained for one task can be useful for related tasks.
Multi-task learning (MTL) leverages this idea in a more
systematic way. This paper trained jointly POS, CHUNK and
NER using the window approach network.

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

« window approach network.

Input Window

Lookup Table
LTy, N~ [ ‘ ‘

Text cat sat on the mat
1 1 il
Feature 1 Wy s Wiy
KK K
Feature K Wi ws Wi
v

i ~» § B BB Bl

concat L
Linear(—>_/v
M xb Am | |

i

HardTanh

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

« Example of multitasking with NN

Lookup Table Lookup Table
| | M L=
U !L | t | ANNNNN LT AAANANAN i i | | ‘ |
EWEmE | =
j D D [ j O LTy sk NN : D ] ]
] ©
Linear v Linear v
[ | O X AN |
| B @
HardTanh v HardTanh v
-/ | -/ |
P w7
¢ "

Linear Linear

]W(Qtl) % ]\/I(QtQ) XO AH

Task 2

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

» All models share the lookup table parameters

* The parameters of the first linear layers are shared in the
window approach case

* Training is achieved by minimizing the loss averaged across all
tasks

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

* Experiments

Approach POS | CHUNK | NER
(PWA) (F1) (F1)

Benchmark Systems | 97.24 94.29 89.31
Window Approach
NN+SLL+LM2 97.20 93.63 88.67
NN+SLL+LM2+MTL | 97.22 94.10 88.62

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning
Research 12.Aug (2011): 2493-2537.



Joint Parsing and SRL

 Model

Syntax Semantic Roles
Parser SRL
Input

Peng Shi, Zhiyang Teng and Yue Zhang. Exploiting Mutual Benefits between Syntax and Semantic Roles using Neural Network.
In Proceeddings of EMNLP 2016.



Joint Parsing and SRL

* Experiment Results

Model Fi UAS LAS
Bi-LSTM 72.71 - -
S-LSTM - 84.33 82.10
DEP—SRL(labl/lstm) | 73.00/74.18 84.33 82.10
SRL—DEP 72.71 84.75 82.62
Joint 73.84 85.15 8291

Peng Shi, Zhiyang Teng and Yue Zhang. Exploiting Mutual Benefits between Syntax and Semantic Roles using Neural Network.
In Proceeddings of EMNLP 2016.



Joint Parsing and SRL

 Model ;
B O O O » O O O » O O O » 0 0 O > o
root soon reopen to o
B o
O O O » O O O > o
5 7 me @cted o
all are o)
¢ _,. S-RIGHT
[ o 0 0 © 0 o © (oprd)
o
M - all expect.01 |
all R °
- o
O
A{_"ooo »loool*ooob+ooo o
M-PRED  M-REDUCE M-LEFT M-SHIFT |©

(expect.01) (A1)

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).



Joint Parsing and

Transition S M B Dependency
1] [] [all, are, expected, to, reopen, soon, root] —
S-SHIFT [all] [1 [all, are, expected, to, reopen, soon, root] —
. M-SHIFT [all] [all] [are, expected, to, reopen, soon, root] —
o S h Ift_ Re d u Ce S-LEFT(sbj) 1l [all] [are, expected, to, reopen, soon, root] all ﬂ are
S-SHIFT [are] [all] [are, expected, to, reopen, soon, root] —
M-SHIFT [are] [all, are] [expected, to, reopen, soon, root] —

S-RIGHT(vc)
M-PRED(expect.01)

[are, expected]
[are, expected]

[all, are]
[all, are]

[expected, to, reopen, soon, root]
[expected, to, reopen, soon, root]

ve
are — expected

M-REDUCE [are, expected] [all] [expected, to, reopen, soon, root] —
M-LEFT(AI) [are, expected] [all] [expected, to, reopen, soon, root] all &L expect.01
M-SHIFT [are, expected] [all, expected] [to, reopen, soon, root] —

*#%S-RIGHT(oprd)
M-RIGHT(C-AI)
M-REDUCE
M-SHIFT
S-RIGHT(im)
M-PRED(reopen.01)

[are, expected, to]
[are, expected, to]
[are, expected, to]
[are, expected, to]
[are, expected, to, reopen]
[are, expected, to, reopen]

[all, expected]
[all, expected]
[all]

[all, to]

[all, to]

[all, to]

[to, reopen, soon, root]
[to, reopen, soon, root]
[to, reopen, soon, root]
[reopen, soon, root]
[reopen, soon, root]
[reopen, soon, root]

d
expected L

C-Al
expect.0l — to

im
to — reopen

M-REDUCE [are, expected, to, reopen] [all] [reopen, soon, root] —

M-LEFT(AI) [are, expected, to, reopen] [all] [reopen, soon, root] all AL reopen.01
M-REDUCE [are, expected, to, reopen] [1 [reopen, soon, root] —

M-SHIFT [are, expected, to, reopen] [reopen] [soon, root] —
S-RIGHT(tmp) [are, expected, to, reopen, soon] [reopen] [soon, root] reopen A soon
M-RIGHT(AM-TMP) [are, expected, to, reopen, soon] [reopen] [soon, root] reopen.01 AMTMP ¢ on
M-REDUCE [are, expected, to, reopen, soon]  [] [soon, root] —

M-SHIFT [are, expected, to, reopen, soon] [soon] [root] —

S-REDUCE [are, expected, to, reopen] [soon] [root] —

S-REDUCE [are, expected, to] [soon] [root] —

S-REDUCE [are, expected] [soon] [root] —

S-REDUCE [are] [soon] [root] —

S-LEFT(root) 0 [soon] [root] are &% root
S-SHIFT [root] [soon] [root] —

M-REDUCE [root] 1 [root] —

M-SHIFT [root] [root] [1 —

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with

Stack LSTMs In proceedings of CoNLL (CoNLL 2016).



Joint Parsing and SRL

 Compared with state-of-art

Sem. | Macro

Model LAS

joint models:
Lluis and Marquez (2008) | 85.8 | 70.3 78.1
Henderson et al. (2008) 87.6 | 73.1 80.5

Johansson (2009) 86.6 | 77.1 81.8
Titov et al. (2009) 87.5 | 76.1 81.8
CoNLL 2008 best:

#3: Zhao and Kit (2008) 87.7176.7 | 82.2
#2: Che et al. (2008) 86.7 | 78.5 82.7
#2: Ciaramita et al. (2008) | 87.4 | 78.0 82.7
#1: J&N (2008) 89.3 | 81.6 | 85.5
Joint (this work) 89.1 | 80.5 84.9

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).



Joint Parsing and SRL

° ‘JOInt VS Plpe“ne Sem. F} | Sem. F} | Macro
Model LAS (WSJ) (Brown) | Fi
CoNLL 09 best:

#3 G+ 09 88.79 83.24 70.65 | 86.03
#2 C+°09 88.48 85.51 73.82 | 87.00
#1 Z+ 09a 89.19 86.15 74.58 | 87.69
this work:

Syntax-only 89.83

Sem.-only 84.39 73.87

Hybrid 89.83 84.58 75.64 | 87.20
Joint 89.94 84.97 74.48 | 87.45
pipelines:

R&W ’14 86.34 75.90

L+°15 86.58 75.57

T+°15 87.30 75.50

F+ 15 87.80 75.50

Swabha Swayamdipta, Miguel Ballesteros, Chris Dyer and Noah A. Smith. Greedy, Joint Syntactic-Semantic Parsing with
Stack LSTMs In proceedings of CoNLL (CoNLL 2016).



Joint Event Detection and Reporting

* This paper build a joint model to filter, cluster, and summarize
the tweets for new events. In particular, deep representation
learning is used to vectorize tweets, which serves as basis that
connects tasks. A neural stacking model is used for integrating
a pipeline of different sub tasks, and for better sharing between
the predecessor and successors.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

 Tweet New Event Detection

« Aims to identify first stories in a tweet stream
» Incremental clustering is always used to cluster tweets into event groups.

4

1 \ 1

”
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Vs \
\
LN \ /
| [
Clustering | b\
\ /’ \
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s=-—" - ~ -
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/ \
\
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\ ]

Tweet Stream

Event Groups

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

« Challenges of Tweet New Event Detection Need to
 There are lots of noise tweets in the tweet stream filter

‘ ""‘\ Minaxi @pechakArUDhA - Jun 11 Contain earthquake keyword.

' ,4, Ancient, yet little known, damaged by an earthquake, but still marvelous—this is But do not mention any
¥ the Kotay Sun Temple in Gujarat, what beauty! #WalkToTemple ea rthq uake event
o

Hirriyet Daily News & @HDNER - 12h
8 Ankara mayor again implies foreign powers behind ‘artificial earthquake’ after
— Need to

Aegean temblor hurriyetdailynews.com/ankara-mayor-a...

* Every event is mentioned by too many tweets

summarize

Go gle turkey earthquake 2017 site: twitter.com !, Q

Settings Tools

All News Images Videos Maps More

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

 Solution: Not only cluster events, but also filter tweets and
summarize events. Model

+ Tweets Filtering Fiering —
« Event Clustering | >‘Tweets

« Event Summarization

CIustermg

Tweet Stream I ‘
" - |

Event Groups Event Summaries

=)

Summarization




Joint Event Detection and Reporting

 Correlation between Different Stages
« Atweet that comprehensively describes an event should be scored

highly in both the and the
steps.

» Better understanding of a tweet is helpful for both
and

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

» Detect and Summarize Event Jointly

» A deep neural network is used to model the three subtasks jointly

is used to transform each incoming tweet into a dense
low dimension vector

is used to integrate different subtasks.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

 Overview of Joint Event Detection and Summarization

« Shared Representation
« LSTM

 Joint Model
» Tweet Filtering
« Event Clustering
 Event Summarization

P, of Summarizati
+

Summarization Network

+ A
H,_ of Clustering
f
Clustering Network AJ
X
H, of Detection
+
Mention Detection Network
A

Shared Representation H




Joint Event Detection and Reporting

* Tweet Filtering
* We classify each tweet in the stream as either being relevant or

irrelevant to the events of concern.
P, @)

« A binary classification task
« A multi-layer perceptron

Hy :U(Wc?"l‘ bg’), H,

hidden variables of tweet

P, = softmaX(Wde -+ Bd)

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

* Event Clustering

 Incremental clustering of tweets [Aggarwal and Subbian, 2012].

» Given a new tweet, decide whether it belongs to an existing event cluster, or
describes a new event

« Akey issue is the calculation of similarity between tweets.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

« Siamese Network for calculating similarity
« Siamese Network

H. = U(WZL([H@ D Hg]) + be)

P, = softmax(W_.H. + B.)
A -

gl L]

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

* Integrating with tweet filtering

H, = o(W!(H; & H;) +0!) wp H. = o(W/"(H; & H; ® Ha, & Hy)) + b1,

J

Hidden variables from

tweet filterin
LTI 4 :

C

H,

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

« Event Summarization

* We rank all the tweets in the cluster using a probability score, and select top-

n to build the summary.
Tweet ~ Score

03

04

X

]
]
- "
= .
] ]
]

02
| \ Summary )

| 0.8}
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Joint Event Detection and Reporting

« Event Summarization (cont.) F (@0

« A multi-layer perceptron H
S

H, = U(W—I— ™)
P, = softmax(W,H, + B;) o

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

* Integrating with event clustering
H, =oc(Wl(H @ H) +b7)
P, = softmax(WsHs + By)
* " is the sum of H* between the tweet X and all the other tweets in the

same cluster P,
H

S

H H,

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

e Data Collection

 All data were collected by using the Twitter streaming API
 consist of tweets from June 2013 until April 2016

* The tweets are collected with relevant domain keywords
« Earthquake:

* earthquake, shake, refugees, victims

* DDoS:
» ddos, anonymous attack, spoofed attack, zombies host

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

 Event Annotation

« We adopt the approach employed by NIST in labeling TDT data [Allan,
2002]

» Arelevant tweet must explicitly mention the event
« The main purpose of the tweet should be to inform of the event

« Statistic of dataset

Earthquake | DDoS
#Event 47 170
#Post 12090 17760
Vocabulary size | 11462 15032

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

 Evaluation Metrics

 Clustering

* We use the standard TDT evaluation procedure [Allan, 2002], where normalized
is taken for evaluating clustering accuracy

e Summarization

 We use ROUGE-1.5.5 [Lin, 2004] for summary evaluation. We report
for assessing informativeness.

* Firstly, we evaluate our proposed model on domain.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

o Effectiveness of Event Mention Detection

« Below table indicates the event clustering performance with/without the
event mention detection.

e Cosine is a traditional strategy with bag-of-words as document representation [Aggarwal
and Subbian, 2012]

* [STM means calculating the similarity using the LSTM based Siamese network [Mueller
and Thyagarajan, 2016].

Method Coin

Random 86.2
Cosine — filtering | 65.8
Cosine + filtering | 60.9
LSTM — filtering | 64.4
LSTM -+ filtering | 58.8




Joint Event Detection and Reporting

« Effectiveness of Joint Modeling
* The results of different ablation baselines

Method Clustering | Summarization
LSTM-Pipeline 58.8 18.2
LSTM-Joint 52.2 19.4
+Detect 50.2 20.6
+Cluster 47.2 20.1
JEDS 45.8 21.3

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

« Comparison with State-of-the-art
« Comparison of clustering algorithms

Method | C,,,;n

LSH 66.7

AS12 60.9

JEDS 45.8

« Comparison of summarization alaorithms

Method ROUGE-1
AS12+LexRank 18.8
AS12+CL16 19.6
LSH+LexRank 17.2
LSH+CL16 19.1
JEDS 21.3

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

* Results on DDoS Domain
« Comparison with state-of-the-art

Method Clustering | Summarization
AS12+LexRank 64.4 15.5
LSH+CL16 57.8 16.5
JEDS 38.3 18.7

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Opinion Recommendation

* A restaurant review on Yelp.com

DB Bistro Moderne  v.iimes
nnnn 45 reviews

$$$ - Modern European, American (Traditional) | Z E

-

o “I had never tasted foie gras before and despite some countries banning it, |

decided to give it a try." in 13 reviews

“We has the steak tartare, frenchie burger, original db burger, fries, and for
y dessert durian soufflé and maccarons.” in 6 reviews

“The restaurant is located at basement 1 of Marina Bay Sands- a luxurious
integrated resort with a world-class casino and famous Sands Skypark.”

In 4 reviews

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

* Opinion Recommendation: a novel task of jointly predicting a
custom review with a rating score that a certain user would give
to a certain product or service, given existing reviews and rating
scores to the product or service by other users, and the reviews
that the user has given to other products and services.

User A Review + 3.0 Review + 4.5 Review + 4.5

User B Review + 2.5 Review + 3.5

User C Review + 4.0 . O
Review +

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

* This paper use a single neural network to model users and
products, capturing their correlation and generating customised
product representations using a deep memory network, from
which customised ratings and reviews are constructed jointly.

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

» Overview of proposed model

Customized Review  Rating Score

II I 1
|

User Model ' Product Model l Nelghborhood Model

____________________________________________________________________________________

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

* Experiments

« Data: collected from the yelp academic dataset, provided by Yelp.com

« Evaluation: use the ROUGE-1.5.5 toolkit for evaluating the
performance of customized review generation, and report unigram
overlap (ROUGE-1) as a means of assessing informativeness.; Mean
Square Error (MSE) is used as the evaluation metric for measuring the
performance of customized rating score prediction.

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

* Results
Rating | Generation
RS-Average 1.280 -
RS-Linear 1.234 -
RS-Item 1.364 -
RS-MF 1.143 -
Sum-Opinosis - 0.183
Sum-LSTM-Att - 0.196
Joint 1.023 0.250

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Joint Entity and Sentiment Extraction

* Open domain targeted sentiment is the joint information
extraction task that finds target mentions together with the
sentiment towards each mention from a text corpus.

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

* This paper
« make an empirical comparison between discrete and neural CRF

models, and further combine the strengths of each model via feature
integration.

« compare the effects of the pipeline, joint and collapsed models for open
targeted sentiment analysis under the neural model settings.

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

* Integrated models for pipeline
—(0 )—=—(B )—=—(1 )

(000 - 000)(000 - - 000)

my baby Farah
step 1: entity

my (O) baby (B) Farah (I)

step 2: sentiment

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

* Integrated models for joint

&3
((ee - 00) 0 (e0 - 00))

A A
(e0@: - - ©00)(000- - 000)

my baby Farah

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

* Integrated models for collapsed

((ee- - 00) 0 (e0 - 00)
A

(000 - - - 200)(000- - - 000)

my baby Farah

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

« Data of Mitchell et al. (2013)

Domain | #Sent #Entities #+ #- #0

English | 2,350 3,288 707 275 2,306
Spanish | 5,145 6,658 1,555 1,007 4,096

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Sentiment Extraction

 Results

English Spanish
Model Entity SA Entity SA
P R F P R F P R F P R F

Pipeline
discrete |59.37 34.83 43.84|42.97 25.21 31.73|70.77 47.75 57.00 |46.55 31.38 37.47
neural |53.64 44.87 48.67|37.53 31.38 34.04|65.59 47.82 55.27|41.50 30.27 34.98
integrated | 60.69 51.63 55.67 |43.71 37.12 40.06|70.23 62.00 65.76 |45.99 40.57 43.04

Joint
discrete |59.55 34.06 43.30(43.09 24.67 31.35|71.08 47.56 56.96 |46.36 31.02 37.15
neural |54.45 42.12 47.17|37.55 28.95 32.45|65.05 47.79 55.07 |40.28 29.58 34.09
integrated | 61.47 49.28 54.59 |44.62 35.84 39.67 |71.32 61.11 65.74|46.67 39.99 43.02

Collapsed
discrete |64.16 26.03 36.95|48.35 19.64 27.86|73.18 35.11 47.42|49.85 23.91 32.30
neural |58.53 37.25 45.30(43.12 27.44 33.36|67.43 43.2 52.64|42.61 27.27 33.25
integrated | 63.55 44.98 52.58|46.32 32.84 38.36|73.51 53.3 61.71|47.69 34.53 40.00

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP.
2015.



Joint Entity and Relation Extraction

« Background
 Relation Extraction

ORG-AFF PHYS

v~ O\ N

Associated Press writer Patrick McDowell in Kuwait City
ORG PER PER GPE

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).



Joint Entity and Relation Extraction

« Background
 Relation Extraction

ORG-AFF PHYS

v~ O\ N

Associated Press writer Patrick McDowell in Kuwait City
ORG PER PER GPE

 Entity Recognition
* Relation Classification

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).



Joint Entity and Relation Extraction

« Background
 Relation Extraction

ORG-AFF PHYS

v~ O\ N

Associated Press writer Patrick McDowell in Kuwait City
ORG PER PER GPE

 Entity Recognition

« Relation Classification Single Model

Joint & End to End

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).



Joint Entity and Relation Extraction

« Background
 Relation Extraction

Single Model (Joint & End to End)
Approach: Table Filling

Related work:

 Miwa and Sasaki (2014)
 Miwa and Bansal (2016)

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).



Joint Entity and Relation Extraction

» Background

» Relation Extraction
» Table-Filling Sequence

 Miwa and Bansal (2016)

Associated Press writer Patrick McDowell in Kuwait City
Associated | 1 B-ORG 9.1 16 L 22 1 27 L 31 L 34 1L 36 L
Press 2L-ORG | 1006RGAFF 17 L 23 L 28 1 32 L 35 L
writer 3 U-PER 11 L 18 L 24 | 29 L 33 L
Patrick 4 B-PER 12 1 19 L 25 1L 30 L
McDowell 5 L-PER 13 L 20 L 26 PHYS
in 60 14 1 21 L
Kuwait 7 B-GPE 15 L
City 8 L-GPE

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).




Joint Entity and Relation Extraction

« Background
 Relation Extraction

 Miwa and Bansal (2016)

Miwa, Makoto, and Mohit Bansal.
proceedings of ACL (2016).

————

Dependency (Relation)

softmax

hidden

PHYS

() () nsubjpass prep  pobj
4 4/'P\Am

() neural net / softmax
< -- dropout
[ ] LSTM unit
D embeddings
N ,~
\
label embeddings ( )\ ( )
Sequence (Entity) | B-PER \ L-PER
\
softmax ( ) “
\
tanh4 1 4tanh
\
hidden \
\
Agi-lsTmA
word/POS
embeddings
In 1909 , Sidney Yates
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born in

Chicago

+} dependency embeddings

“End-to-end relation extraction using Istms on sequences and tree structures.” In




Joint Entity and Relation Extraction

« Background
 Relation Extraction

e Miwa and Bansal (2016) Settings Macro-F1
No External Knowledge Resources
Our Model (SPTree) 0.844
dos Santos et al. (2015) 0.841
Xu et al. (2015a) 0.840
+WordNet
Our Model (SPTree + WordNet) 0.855
Xu et al. (2015a) 0.856
Xu et al. (2015b) 0.837

Miwa, Makoto, and Mohit Bansal. “End-to-end relation extraction using Istms on sequences and tree structures.” In
proceedings of ACL (2016).



Joint Entity and Relation Extraction

* This paper build a globally optimized neural model for end-to-
end relation extraction, proposing novel LSTM features in order
to better learn context representation. In addition, this paper
present a novel method to integrate syntactic information to
facilitate global learning, yet requiring little background on
syntactic grammars thus being easy to extend

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

e Our Contributions

« Beam Search with Global Learning

* Novel Syntactic Features
« Without any background on syntactic grammars

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Baseline
feed-forward ([ hr | feed-forward ' hT l

________
- - - - -
concatenate -- - concatenate, -~ _. - - TR
’ "‘ ’ "l‘ - ~ ~\~\ ~
’ ¢’ ’, s, ’ " ’I \\ “ . s ~
A ’ \ P ' N
! ‘ \ ’ 1 N N .
{ ' \ 3 "

...... j— 1 J e | i P41 eeeees left entityi middle entjtyj l'ight
6 features 12 features

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

 Baseline

Details

segment representation




Joint Entity and Relation Extraction

 Baseline
» Classification

» Greedy Search
* Obijective

IOSS(Ta lzgv @) — log P9

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Beam Search
Algorithm 1 Beam-search.
agenda < { (empty table, score=0.0) }
fori in 1---max-step
next_scored_tables < { }
for scored_table in agenda
labels < NEXTLABELS(scored_table)
for next_label in labels
new <— FILL(scored_table, next_label)
ADDITEM(next_scored_tables, new)
agenda <— TOP-B(next_scored_tables, B)

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Beam Search
Local: classification

loss(T, 17, 0) = — log py
Global: beam search

score(T})
> score(T)

loss(z,77,0) = —log ppg = — log

score(T;) = Z score(7j—1,1;)

7=0



Joint Entity and Relation Extraction

« Comparative Experiments(ACEQS dataset, development
dataset)

Model Beam | Relation F1
Local | 50.9
Local(+SS) 1 51.2
| 514
Global 3 51.8
5 52.6

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Syntactic Features
* Why not dependency path?

* many paths caused dynamic outputting entities
* requiring background on dependency grammar

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Syntactic Features

 Encoder-Decoder Framework

» Encoder : Sentence Representation
« Usually Bi-LSTM(multi-layer)

» Decoder : Parsing Decoding
» Transition-based, Graph-based or other

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Syntactic Features

 Encoder-Decoder Framework

* Encoder : Sentence Representation
» Usually Bi-LSTM(multi-layer)

» Decoder : Parsing Decoding
» Transition-based, Graph-based or

Simply dumping and build Istms
based on the output!

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

« Syntactic Features
feed-forward [ hr | feed-forward ' hT l

.- concatenate, - -mL- PR
concatenate ,-- - Le"o= SISl N
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! ,'l ’ A l\ . . N
'S . ' LU

...... j—1 3 . ee §— 1 i PRRT [pe— left entity; middle entity, right

6 features =2 10 features 12 features =2 22 features



Joint Entity and Relation Extraction

« Syntactic Features
« Comparative Experiments(ACEOQO5 dataset, development dataset)

Model | Features | Entity F1  Relation F1
[ ocal all 81.6 53.0
od -syn 81.5 50.9
all 31.9 54.2
Global | o, 81.6 52.6

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

* Final Results
« Comparative Experiments(test dataset)

ACEOS CONLLO4
Entity Relation | Entity Relation

Our Model | 83.6 575 | 856 67.8

M&B (2016) | 83.4  55.6 — —
L&J (2014) | 80.8 495 —
M&S (2014) | — — 80.7  61.0

model

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

* Analysis
* Global Learning

—— global - --- local

100
S 80
5y

: 60
S 40
< 9

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Entity and Relation Extraction

* Analysis
« Syntactic Feature (Relation)

—e— +SYN = =-- -SyN

F-score(%)

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



Joint Word Segmentation, POS tagging and
Dependency Parsing

 Model

MAE THHHE.
Technology have made new progress.
Stack (word-based) Buffer (character-based)
/75 . FTHIHE,
/ <
AN T Transitions History:

Left children ~ Right children SH AP SH RL SH RR
(word-based)  (word-based)

Kurita, Shuhei, Daisuke Kawahara, and Sadao Kurohashi. "Neural Joint Model for Transition-based Chinese Syntactic
Analysis." Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics. Vol. 1. 2017.



Joint Word Segmentation, POS tagging and
Dependency Parsing

Beam output P
» Feed-forward NN model cretyoupu i (g
Hidden layer 2 RelLU
0000000000 )
Hidden layer 1 ReLUT
0000000000 )
Embedding layer T

( )

(

Word embeddings Character embeddings

4 | )

Character Strings

Kurita, Shuhei, Daisuke Kawahara, and Sadao Kurohashi. "Neural Joint Model for Transition-based Chinese Syntactic
Analysis." Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics. Vol. 1. 2017.



Joint Word Segmentation,
Dependency Parsing

rreedy
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Kurita, Shuhei, Daisuke Kawahara, and Sadao Kurohashi. "Neural Joint Model for Transition-based Chinese Syntactic

Analysis." Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics. Vol. 1. 2017.



Joint Word Segmentation, POS tagging and
Dependency Parsing

* The SegTag+Dep model

Model Seg POS Dep

Hatori+12 97.75 94.33 81.56
M. Zhang+14 STD  97.67 94.28 81.63
M. Zhang+14 EAG  97.76 94.36 81.70

Y. Zhang+15 98.04 9447  82.01
SegTagDep(g) 98.24 9449  80.15
SegTagDep 98.37 94.83% 81.42¢
SegTag+Dep 98.60¢ 94.76*  82.60*

Kurita, Shuhei, Daisuke Kawahara, and Sadao Kurohashi. "Neural Joint Model for Transition-based Chinese Syntactic
Analysis." Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics. Vol. 1. 2017.



Joint Word Segmentation, POS tagging and
Dependency Parsing

e Bi-LSTM feature extraction model

Model Seg POS Dep
Hatori+12 97.75 9433 81.56
M. Zhang+14 EAG 97.76 9436 81.70
SegTagDep () 98.24 9449 80.15

Bi-LSTM 4feat.(g) 9772  93.12  79.03
Bi-LSTM 8feat.(g) 97770 93.37 79.38

Kurita, Shuhei, Daisuke Kawahara, and Sadao Kurohashi. "Neural Joint Model for Transition-based Chinese Syntactic
Analysis." Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics. Vol. 1. 2017.



Other instances of multitask learning

» Cross-Lingual
e Cross-Standard



Cross-Lingual

* Motivation

 Singlish is one of the major creole languages and has been
increasingly used in written forms on web media.

 Little NLP research has been focused on the creoles and poor
performance on Singlish using English POS taggers and dependency
parsers.

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

* Singlish Dependency Treebank

 Lexical Differences: Extensive vocabularies borrowed from major
local languages including Malay, Tamil, and Chinese dialects such as
Hokkien, Cantonese and Teochew.

 Grammatical Variations: 5 syntactical constructions. Topic
Prominence (1-3) ; Copula Deletion (4) ; NP Deletion (5) ; Inversion (6) ;
Discourse Particles (3,7)

* Universal Dependencies: Cross-lingual consistency that facilitates
transfer-learning for multilingual parsers.

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

csubj root

dob_| punct
advmod d0b|

(1)  Drive thls car  sure draw looks

root punct

nsubj dobj
advmod compoundl

2 SG  where got attap chu ?

nmod root punct

e

3) Inside tent caj see

root punct

nmod
dobj
nsubj amod case 1

(4) U betting more downside from here

root punct

ccomp nmod:tmod
==

(5) Hope can close 22  today

root discourse

punct
xcomp puncl
mark dObJ

(6) Best to makan

root punct

dlscourse
nsubj xcomp
advmod dobj 1
one

7 I never get it free

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

« Knowledge Transfer using Neural Stacking

* English basic syntax : state-of-the-art neural dependency parser with
biaffine attentions (Dozat and Manning, 2017)

» Singlish specific syntax: stacked neural layers capturing unique
syntactical constructions (Chen et al., 2016)

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

« Knowledge Transfer using Neural Stacking

[ Singlish dependency trees ]

/ Singlish dependency \
parser trained with small
Singlish treebank

& /

[ Singlish sentences ]

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the

55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

* Neural Stacking Parser with Biaffine Attentions
« Distributed lexical semantics encoded in pre-trained word embeddings
trained on English and Singlish respectively

* Feature level neural stacking by concatenations of word embedding
with last bi-LSTM layer from the base model

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

* Neural Stacking Parser with Biaffine Attentions

Output

Singlish Parser output layer
[ S L S ) layer

Feature
layer

Input
layer

= English Parser Bi-LSTM H

@00000
X
J

Xi

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

* Significant improvement using neural stacking over the
state-of-the-art dependency parser (Dozat and Manning, 2017)
trained on English, Singlish and their combination.

Trained on | System UAS | LAS
English ENG-on-SIN 75.89 | 65.62
Baseline 75.98 | 66.55

Singlish Base-GigalOOM | 77.67 | 67.23
Base-GloVe6B 78.18 | 68.51
Base-ICE-SIN 79.29 | 69.27
Both ENG-plus-SIN 82.43 | 75.64
Stack-ICE-SIN 84.47 | 77.76

Table 4: Dependency parser performances

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Lingual

* Consistent improvements over all grammar types by
successful incorporation of English knowledge.

Topic Prominence | Copula Deletion | NP Deletion | Discourse Particles Others

| Sentences 15 19 21 51 67

UAS | LAS | UAS | LAS | UAS | LAS | UAS | LAS | UAS | LAS
ENG-onSIN | 78.15 | 6296 | 6601 | 5683 | 72.57 | 64.00 | 70.00 | 59.00 | 7892 | 6847
Base-GigalOOM | 77.78 68.52 71.94 61.15 76.57 | 69.14 | 85.25 77.25 73.13 | 60.63
Base-ICE 81.48 72.22 74.82 63.31 80.00 | 73.71 | 85.25 77.75 75.56 | 64.37
Stack-ICE 87.04 76.85 77.70 71.22 80.00 | 75.43 | 88.50 83.75 84.14 | 76.49

Table 6: Error analysis with respect to grammar types

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,

2017.



Cross-Lingual

e Contributions

« Annotation of a Singlish dependency treebank of 10,986 words using
Universal Dependencies and POS tags.

 Application of neural stacking for knowledge transfer to enhance POS
tagging and dependency parsing for Singlish.

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics,
2017.



Cross-Standard

* This paper empirically investigate heterogeneous annotations
using neural network models, building a neural network
counterpart to discrete stacking and multi-view learning,
respectively, finding that neural models have their unique
advantages thanks to the freedom from manual feature
engineering.

« CTB standard
 PD standard

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.



Cross-Standard

* Neural Stacking and Neural multi-view Model

g g ¢ oy ( Outputlayer A )  ( Output layer B )
B tagger B tagger
@ @ @ @ [gj @ @ @ ( Feature layer )
= ; A tagger i . Atagger @ (O_*O) + +
w? w{a) one-best-output Ievervs;cking W'? Wf Wg (b) feature Ievelslac‘f(lirr:xr‘g 4 ( + + Inp Ut Iayer + )
W1 W2 Wn—1 Wn

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.



