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Motivation 

• Subtasks in NLP
• Segmentation             POS tagging

布朗访问上海
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布朗/NR 访问/VV 上海/NR 



Motivation 

• Subtasks in NLP
• NER and Relation
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Motivation 

• Subtasks in NLP
• Entity and Sentiment

So excited to meet my baby Farah !!!

So excited to meet my [baby Farah] !!!

So excited to meet my [baby Farah]+ !!!

sentence

NER

Sentiment 

PER

PER + POSITIVE



Motivation 

• Joint model
• Reduce error propagation
• Allow information mixing

• Challenge
• Joint learning
• Search 
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Statistical Models

• Graph-Based Methods
• Transition-Based Methods



Graph-Based Methods

• Traditional solution
• Score each candidate, select the highest-scored output
• Search-space typically exponential

ü Over 100 possible trees for this seven-word sentence.
ü Over one million trees for a 20-word sentence. 
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Graph-Based Methods

• Joint Label Structure
• Reranking
• Joint Modeling (Multi task)
• Joint Modeling (Single task)



Joint Label Structure

• Two questions to building a Chinese POS tagger:
• Should we perform Chinese POS tagging strictly after word 

segmentation in two separate phases (one at-a-time approach), or 
perform both word segmentation and POS tagging in a combined, 
single step simultaneously (all-at-once approach)?

• Should we assign POS tags on a word-by-word basis (like in English), 
making use of word features in the surrounding context (word-based), 
or on a character-by-character basis with character features (character-
based)?

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.



Joint Label Structure

• Collapsing labels

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.

布朗 访问 上海

NN					VV								NN

POS	Tagging

Segmentation	



Joint Label Structure

• Collapsing labels

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.

布朗 访问 上海

BE						BE BE

NN					VV								NN

布 朗 访 问 上 海

B-NN	E-NN	B-VV		E-VV	B-NN	E-NN



Joint Label Structure

• One-at-a-Time, Word-Based POS Tagger : Feature 

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.
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Joint Label Structure

• One-at-a-Time, Character-Based POS Tagger : Feature 

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.



Joint Label Structure

• All-at-Once, Character-Based POS Tagger and Segmenter : 
Feature 

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.



Joint Label Structure

• Results on the various methods(local maximum entropy)

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.



Joint Label Structure

• Results Discussions
• Character-based approach is better than word-based approach. Unlike 

in English where each English letter by itself does not possess any 
meaning, many Chinese characters have well defined meanings. In 
addition, since the OOV rate for Chinese words is much higher than the 
OOV rate for Chinese characters, in the presence of an unknown word, 
using the component characters in the word to help predict the correct 
POS is a good heuristic.

• The all-at-once approach, which considers all aspects of available 
information in an integrated, unified framework, can make better 
informed decisions but incurs a higher computational cost.

Ng, Hwee Tou, and Jin Kiat Low. "Chinese part-of-speech tagging: One-at-a-time or all-at-once? word-based or 
character-based?." EMNLP. 2004.



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 
for Computational Linguistics. Association for Computational Linguistics, 2009.

• A joint model of both parsing and named entity recognition. 



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 
for Computational Linguistics. Association for Computational Linguistics, 2009.

• A feature-based CRF-CFG parser operating over tree structures 
augmented with NER information. 



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 
for Computational Linguistics. Association for Computational Linguistics, 2009.

• Data : LDC2008T04 OntoNotes Release 2.0 corpus (Hovy et al., 
2006). 



Joint Parsing and NER

Finkel, Jenny Rose, and Christopher D. Manning. "Joint parsing and named entity recognition." Proceedings of 
Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association 
for Computational Linguistics. Association for Computational Linguistics, 2009.

• Results: 



Graph-Based Methods

• Joint Label Structure
• Reranking
• Joint Modeling (Multi task)
• Joint Modeling (Single task)



Joint Word Segmentation and POS Tagging 

• This method performs joint decoding of separately trained 
Conditional Random Field(CRF) models, while guarding against 
violations of hard-constraints.

• Separately trained, reranking.
• Use tag sequence score to rank segmentation.

Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 
and Labeling Tasks." IJcAI. 2007.



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 
and Labeling Tasks." IJcAI. 2007.

• Dual-layer CRFs

Joint Word Segmentation and POS Tagging 



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 
and Labeling Tasks." IJcAI. 2007.

• Results on Segmentation

Joint Word Segmentation and POS Tagging 



Shi, Yanxin, and Mengqiu Wang. "A Dual-layer CRFs Based Joint Decoding Method for Cascaded Segmentation 
and Labeling Tasks." IJcAI. 2007.

• Results on POS Tagging

Joint Word Segmentation and POS Tagging 



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• The goal of this investigation is to narrow the gap between SRL 
results from gold parses and from automatic parses. The paper 
aims to achieve this by jointly performing parsing and semantic 
role labeling in a single probabilistic model. In both parsing and 
SRL, state-of-the-art systems are probabilistic; therefore, their 
predictions can be combined in a principled way by multiplying 
probabilities. This paper rerank the k-best parse trees from a 
probabilistic parser using an SRL system.



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Task 

Input 

Parser

SRL

Syntax

Semantic Roles



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Overall results 



Joint Parsing and SRL

Sutton, Charles, and Andrew McCallum. "Joint parsing and semantic role labeling." Proceedings of the Ninth 
Conference on Computational Natural Language Learning. Association for Computational Linguistics, 2005.

• Detailed results on the WSJ test



Graph-Based Methods

• Joint Label Structure
• Reranking
• Joint Modeling (Multi task)
• Joint Modeling (Single task)



Joint Modeling

• Joint Search, separate training
• Search complex problem

• ILP
• BP
• Dual Decomposition

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• A model that jointly identifies opinion-related entities, including 
opinion expressions, opinion targets and opinion holders as well 
as the associated opinion linking relations, IS-ABOUT and IS-
FROM. 



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Example:
• Opinion linking relations 

• The numberic subscripts denote linking relations, one of IS-ABOUT OR IS-FROM
• Opinion entities:

• Opinion expressions: O
• Opinion targets: T
• Opinion holders: H

[The workers][H1,2] were irked [O1] by [the government report][T1] 

and were worried[O2] as they went about their daily chores. 

jointly identifies opinion-
related entities, as well as 
opinion linking relations



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Model
• Formulate the task of opinion entity identification as a sequence 

labeling problem and employ conditional random fields (CRFs) to learn 
the probability of a sequence assignment y for a given sentence x; 
Then, it treat the relation extraction problem as a combination of two 
binary classification problems and use L1-regularized logistic 
regression to train the classifiers; finally optimize the joint objective 
function which is defined as a linear combination of the potentials from 
different predictors with a parameter λ to balance the contribution of 
these two components: opinion entity identification and opinion relation 
extraction.



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• CRF
t1 t2

w1 w2

…… tn

wn……

D – Opinion expression

T – Opinion target

H – Opinion Holder

N – Opinion None



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• A model for opinion target relation
• A model for opinion holder relation



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Joint training objective by linearposition



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• ILP for search
• Constraint 1: Uniqueness
• Constraint 2: Non-overlapping
• Constraint 3: Consistency between the opinion-arg and opinion-implicit-

arg classifiers
• Constraint 4: Consistency between opinion-arg classifier and opinion 

entity extractor
• Constraint 5: Consistency between the opinion-implicit-arg classifier 

and opinion entity extractor



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Results on Opinion Entity Extraction



Joint Entity and Sentiment

Yang, Bishan, and Claire Cardie. "Joint Inference for Fine-grained Opinion Extraction." ACL (1). 2013.

• Results on Opinion Relation Extraction



Joint Supertagging and Parsing

• This method is a single model with both supertagging and 
parsing features, rather than separating them into distinct 
models chained together in a pipeline.

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.



• CCG parsing (for English, Chinese and other languages) is to 
find the syntactic structures of written text based on 
combinatory categorial grammars.

Supper tagging and parsing

Lexicalized Grammar

Marcel proved completeness

NP (S\ NP)/NP NP

S\ NP

S

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.



Lexicalized Grammar

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• CCG traditionally done by supertagging -> parsing



Lexicalized Grammar

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• Loopy belief propagation and dual decomposition
• Factor graph for the combined parsing and supertagging model



Lexicalized Grammar

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.
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Figure 3: Factor graph for the combined parsing and su-
pertagging model.

The current belief Bx(x) for variable x can be com-
puted by taking the normalized product of all its in-
coming messages.

Bx(x) =
1
Z

�

h�n(x)

mh�x(x) (5)

In the supertagger model, this is just:

p(Ti) =
1
Z

fi(Ti)bi(Ti)ei(Ti) (6)

Our parsing model is also a distribution over vari-
ables Ti, along with an additional quadratic number
of span(i, j) variables. Though difficult to represent
pictorially, a distribution over parses is captured by
an extension to graphical models called case-factor
diagrams (McAllester et al., 2008). We add this
complex distribution to our model as a single fac-
tor (Figure 3). This is a natural extension to the use
of complex factors described by Smith and Eisner
(2008) and Dreyer and Eisner (2009).
When a factor graph is a tree as in Figure 2, BP

converges in a single iteration to the exact marginals.
However, when the model contains cycles, as in Fig-
ure 3, we can iterate message passing. Under certain
assumptions this loopy BP it will converge to ap-
proximate marginals that are bounded under an in-
terpretation from statistical physics (Yedidia et al.,
2001; Sutton and McCallum, 2010).
The TREE factor exchanges inside ni and outside

oi messages with the tag and span variables, tak-
ing into account beliefs from the sequence model.

We will omit the unchanged outside recursion for
brevity, but inside messages n(Ci,j) for category
Ci,j in span(i, j) are computed using rule probabil-
ities r as follows:

n(Ci,j) =

�
��

��

fi(Ci,j)bi(Ci,j)ei(Ci,j) if j=i+1
�

k,X,Y

n(Xi,k)n(Yk,j)r(Ci,j , Xi,k, Yk,j)

(7)
Note that the only difference from the classic in-

side algorithm is that the recursive base case of a cat-
egory spanning a single word has been replaced by
a message from the supertag that contains both for-
ward and backward factors, along with a unary emis-
sion factor, which doubles as a unary rule factor and
thus contains the only shared features of the original
models. This difference is also mirrored in the for-
ward and backward messages, which are identical to
Equations 3 and 4, except that they also incorporate
outside messages from the tree factor.
Once all forward-backward and inside-outside

probabilities have been calculated the belief of su-
pertag Ti can be computed as the product of all in-
coming messages. The only difference from Equa-
tion 6 is the addition of the outside message.

p(Ti) =
1
Z

fi(Ti)bi(Ti)ei(Ti)oi(Ti) (8)

The algorithm repeatedly runs forward-backward
and inside-outside, passing their messages back and
forth, until these quantities converge.

4.2 Dual Decomposition
Dual decomposition (Rush et al., 2010; Koo et al.,
2010) is a decoding (i.e. search) algorithm for prob-
lems that can be decomposed into exactly solvable
subproblems: in our case, supertagging and parsing.
Formally, given Y as the set of valid parses, Z as the
set of valid supertag sequences, and T as the set of
supertags, we want to solve the following optimiza-
tion for parser f(y) and supertagger g(z).

arg max
y�Y,z�Z

f(y) + g(z) (9)

such that y(i, t) = z(i, t) for all (i, t) � I (10)

Here y(i, t) is a binary function indicating whether
word i is assigned supertag t by the parser, for the
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2010) is a decoding (i.e. search) algorithm for prob-
lems that can be decomposed into exactly solvable
subproblems: in our case, supertagging and parsing.
Formally, given Y as the set of valid parses, Z as the
set of valid supertag sequences, and T as the set of
supertags, we want to solve the following optimiza-
tion for parser f(y) and supertagger g(z).
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set I = {(i, t) : i � 1 . . . n, t � T} denoting
the set of permitted supertags for each word; sim-
ilarly z(i, t) for the supertagger. To enforce the con-
straint that the parser and supertagger agree on a
tag sequence we introduce Lagrangian multipliers
u = {u(i, t) : (i, t) � I} and construct a dual ob-
jective over variables u(i, t).

L(u) = max
y�Y

(f(y)�
�

i,t

u(i, t)y(i, t)) (11)

+ max
z�Z

(f(z) +
�

i,t

u(i, t)z(i, t))

This objective is an upper bound that we want to
make as tight as possible by solving for minu L(u).
We optimize the values of the u(i, t) variables using
the same algorithm as Rush et al. (2010) for their
tagging and parsing problem (essentially a percep-
tron update).4 An advantages of DD is that, on con-
vergence, it recovers exact solutions to the combined
problem. However, if it does not converge or we stop
early, an approximation must be returned: following
Rush et al. (2010) we used the highest scoring output
of the parsing submodel over all iterations.

5 Experiments

Parser. We use the C&C parser (Clark and Curran,
2007) and its supertagger (Clark, 2002). Our base-
line is the hybrid model of Clark and Curran (2007);
our integrated model simply adds the supertagger
features to this model. The parser relies solely on the
supertagger for pruning, using CKY for search over
the pruned space. Training requires repeated calcu-
lation of feature expectations over packed charts of
derivations. For training, we limited the number of
items in this chart to 0.3 million, and for testing, 1
million. We also used a more permissive training
supertagger beam (Table 3) than in previous work
(Clark and Curran, 2007). Models were trained with
the parser’s L-BFGS trainer.
Evaluation. We evaluated on CCGbank (Hocken-
maier and Steedman, 2007), a right-most normal-
form CCG version of the Penn Treebank. We
use sections 02-21 (39603 sentences) for training,
4The u terms can be interpreted as the messages from factors
to variables (Sontag et al., 2010) and the resulting message
passing algorithms are similar to the max-product algorithm, a
sister algorithm to BP.

section 00 (1913 sentences) for development and
section 23 (2407 sentences) for testing. We sup-
ply gold-standard part-of-speech tags to the parsers.
Evaluation is based on labelled and unlabelled pred-
icate argument structure recovery and supertag ac-
curacy. We only evaluate on sentences for which an
analysis was returned; the coverage for all parsers is
99.22% on section 00, and 99.63% on section 23.
Model combination. We combine the parser and
the supertagger over the search space defined by the
set of supertags within the supertagger beam (see Ta-
ble 1); this avoids having to perform inference over
the prohibitively large set of parses spanned by all
supertags. Hence at each beam setting, the model
operates over the same search space as the baseline;
the difference is that we search with our integrated
model.

5.1 Parsing Accuracy
We first experiment with the separately trained su-
pertagger and parser, which are then combined us-
ing belief propagation (BP) and dual decomposition
(DD). We run the algorithms for many iterations,
and irrespective of convergence, for BP we compute
the minimum risk parse from the current marginals,
and for DD we choose the highest-scoring parse
seen over all iterations. We measured the evolving
accuracy of the models on the development set (Fig-
ure 4). In line with our oracle experiment, these re-
sults demonstrate that we can coax more accurate
parses from the larger search space provided by the
reverse setting; the influence of the supertagger fea-
tures allow us to exploit this advantage.
One behavior we observe in the graph is that the

DD results tend to incrementally improve in accu-
racy while the BP results quickly stabilize, mirroring
the result of Smith and Eisner (2008). This occurs
because DD continues to find higher scoring parses
at each iteration, and hence the results change. How-
ever for BP, even if the marginals have not con-
verged, the minimum risk solution turns out to be
fairly stable across successive iterations.
We next compare the algorithms against the base-

line on our test set (Table 4). We find that the early
stability of BP’s performance generalises to the test
set as does DD’s improvement over several itera-
tions. More importantly, we find that the applying
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Lexicalized Grammar

Auli, Michael, and Adam Lopez. "A comparison of loopy belief propagation and dual decomposition for integrated 
CCG supertagging and parsing." Proceedings of the 49th Annual Meeting of the Association for Computational 
Linguistics: Human Language Technologies-Volume 1. Association for Computational Linguistics, 2011.

• Results 



Graph-Based Methods

• Joint Label Structure
• Reranking
• Joint Modeling (Multi task)
• Joint Modeling (Single task)



Joint Modeling (Single task)

• A Single Model

𝑆𝑐𝑜𝑟𝑒 = Φ(𝒚)•𝜔
here 𝒚 is the model features



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• This paper propose a joint segmentation and POS tagging 
model that does not impose any hard constraints on the 
interaction between word and POS information. Fast decoding 
is achieved by using a novel multiple-beam search algorithm. 
The system uses a discriminative statistical model, trained 
using the generalized perceptron algorithm.

Input 我喜欢读书 Ilikereadingbooks

Output       我/PN喜欢/V读/V 书/N    I/PN like/V reading/V books/N



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• The averaged perceptron algorithm is adopted with the union of 
feature templates from the baseline segmentor and POS tagger 
as the feature templates

The perceptron learning algorithm



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• Feature templates for the baseline segmentor



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• Feature templates for the baseline POS tagger



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• The decoding algorithm for the joint word segmentor and POS 
tagger, agendas[i] stores the best sequences that end at i



Joint Word Segmentation and POS Tagging

Zhang, Yue, and Stephen Clark. "Joint Word Segmentation and POS Tagging Using a Single Perceptron." ACL. 
2008.

• The comparison of overall accuracies by 10-fold cross 
validation using CTB



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• An incremental joint framework to simultaneously extract entity 
mentions and relations using structured perceptron with efficient 
beam-search. A segment-based decoder based on the idea of 
semi-Markov chain is adopted to the new framework as 
opposed to traditional token-based tagging.



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Similar idea to (Zhang and Clark 2008)

• A Single Model

• Beam Search



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Example of decoding steps



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Feature
• Local features

• Gazetteer features
• Case features
• Contextual features
• Parsing-based features

• Global entity mention features
• Coreference consistency
• Neighbor coherence
• Part-of-whole consistency

• Global relation features
• Role coherence
• Triangle constraint
• Inter-dependent compatibility
• Neighbor coherence



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Experiments 
• Data: 

• Training data: ACE’05
• Validation data: ACE’04



Joint Entity Relation Extraction

Li, Qi, and Heng Ji. "Incremental Joint Extraction of Entity Mentions and Relations." ACL (1). 2014.

• Results 



Statistical Models

• Graph-Based Methods
• Transition-Based Methods



A Transition System

• Automata
• State

• Start state —— an empty structure
• End state —— the output structure
• Intermediate states —— partially constructed structures

• Actions
• Change one state to another

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start

a0

S1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1

a1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1 Si

a1 ai-1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1 Si …

a1 ai-1 ai

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1 Si … Sn

a1 ai-1 ai an-1

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Automata

A Transition System

start …

a0

S1 Si … Sn end

a1 ai-1 ai an-1 an

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• State
• Corresponds to partial results during decoding

• start state, end state, Si

• Actions
• The operations that can be applied for state transition
• Construct output incrementally

• ai

A Transition System

start …

a0

S1 Si … Sn end

a1 ai-1 ai an-1 an

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing
• An Example 

• S-SHIFT
• R-REDUCE
• AL-ARC-LEFT
• AR-ARC-RIGHT

He does it here

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.
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Transition-based Dependency Parsing
• An Example 

• S-SHIFT
• R-REDUCE
• AL-ARC-LEFT
• AR-ARC-RIGHT

He does it here does it hereHe S does it hereAL

He 
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Transition-based Dependency Parsing
• An Example 

• S-SHIFT
• R-REDUCE
• AL-ARC-LEFT
• AR-ARC-RIGHT

He does it here does it hereHe S does it hereAL

He 

it hereS

He 

does

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Transition-based Dependency Parsing
• An Example 

• S-SHIFT
• R-REDUCE
• AL-ARC-LEFT
• AR-ARC-RIGHT

He does it here does it hereHe S does it hereAL

He 

it hereS

He 

does

He 

does it

AR

here
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Transition-based Dependency Parsing
• An Example 

• S-SHIFT
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Transition-based Dependency Parsing
• An Example 

• S-SHIFT
• R-REDUCE
• AL-ARC-LEFT
• AR-ARC-RIGHT

He does it here does it hereHe S does it hereAL

He 

it hereS

He 

does

He 

does it
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He 
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Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



• Find the best sequence of actions 
• Exponential 

Search Space

S0

S1

S’
1

S’’
1

a’0

S2

S’
2

S’’
2

•••

•••

⁞ ⁞

S’n

S’’n

•••

•••

Sn

•••

⁞⁞⁞

⁞⁞⁞

⁞⁞⁞

⁞

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

start

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

start

S11

S12

S13

S1k

…
…

agenda

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding
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Beam-search decoding
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Beam-search decoding
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Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

• Dependency Parsing Example
• Decoding

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.

He does it here



Beam-search decoding

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL

He 

it hereHe does

it hereHe does

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Beam-search decoding

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL

He 
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it	hereS
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does

S hereHe does it

hereHe does    it
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Beam-search decoding
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• Decoding
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Beam-search decoding

• Dependency Parsing Example
• Decoding
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Beam-search decoding

• Dependency Parsing Example
• Decoding

He does it here does it hereHe S does it hereAL
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• Search not optional (vs graph-based structured prediction)
• Learn to fix search errors

Learning guided search

start

S11

S12

S13

S1k
…

…

S21

S22

S23

…

…

…

…
…

Si1

Si2

Si3

Sik

Sjk+1

…

…
…

agenda

Positive	
example

start S11 S22 Sjk+1……

Negative
example

start S11 S21 Sj1……



Advantages 

• Low computation complexity
• Arbitrary linear features

• Enabled by learning-guided-search

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Advantages 

• State-of-the-art accuracies and speeds
• For a wide range of tasks

• Enable joint models
• Address complex search space and use joint features, which have 

been difficult for traditional models

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam Search. In Computational Linguistics, 37(1), March.



Joint Segmentation and Tagging

• The transition system
• State

• Partial segmented results
• Unprocessed characters 

• Two actions 
• Separate (t) : t is a POS tag
• Append

Zhang	and	Clark,	EMNLP	2010

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Initial state 

我喜欢读书

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Separate(PN)

喜欢读书我/PN

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Separate (V)

欢读书我/PN 喜/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Append

读书我/PN 喜欢/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Separate (V)

书我/PN 喜欢/V 读/V

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• Separate (N)

我/PN 喜欢/V 读/V 书/N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• The transition system
• End state

我/PN 喜欢/V 读/V 书/N

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• Feature templates

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• Feature templates

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• Experiments
• Penn Chinese Treebank 5 (CTB-5)

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation and Tagging

• Experiments

SF JF

K09	(error-driven) 97.87 93.67

This	work 97.78 93.67

Zhang	2008 97.82 93.62

K09	(baseline) 97.79 93.60

J08a 97.85 93.41

J08b 97.74 93.37

N07 97.83 93.32

SF	=	segmentation	F-score;	JF	=	joint	segmentation	and	POS-tagging	F-score

Accuracy	comparisons	between	various	joint	segmentors and	POS-taggers	on	CTB5

Yue Zhang and Stephen Clark. A Fast Decoder for Joint Word Segmentation and POS-tagging Using a Single 
Discriminative Model. In proceedings of EMNLP 2010. Massachusetts, USA. October.



Joint Segmentation, Tagging & Chunking

• The observations lead to the solution of joint segmentation,  
POS-tagging and chunking
Input 他到达北京机场。

Output     [NP 他/NR] [VP 到达/VV] [NP 北京/NR 机场/NN] [O 。/PU]  
• The chunking knowledge can potentially improve segmentation, 

this paper explore a joint model that performs segmentation, 
POS-tagging and chunking simultaneously. 

• To address the sparsity of full chunk features, a semi-
supervised method is proposed to derive chunk cluster features 
from large-scale automatically-chunked data. 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: Initial state

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

他/NR 到达/VV 北京/NR 机场/NN 。/PU



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

[NP 他/NR 到达/VV到达/VV 北京/NR 机场/NN 。/PU



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: SEP(VP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

[NP 他/NR][VP 到达/VV 北京/NR北京/NR 机场/NN 。/PU



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

[NP 他/NR][VP 到达/VV] 
[NP 北京/NR 机场/NN机场/NN 。/PU



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: APP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

[NP 他/NR][VP 到达/VV] 
[NP 北京/NR 机场/NN 。/PU 。/PU



Joint Segmentation, Tagging & Chunking

• Word-based chunking example
• Action: SEP(O)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack queue

[NP 他/NR][VP 到达/VV] 
[NP 北京/NR 机场/NN]

[O 。/PU]



Joint Segmentation, Tagging & Chunking

• Word-based chunking feature template

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: initial state

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque queue

他到达北京机场。



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(NR)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque

[他/NR

queue

到达北京机场。



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque

[他/NR]

queue

到达北京机场。



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque queue

到达北京机场。[NP 他/NR]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(VV)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque

[到/VV

queue

达北京机场。[NP 他/NR]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: APP W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque

[到达/VV

queue

北京机场。[NP 他/NR]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque
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queue

北京机场。[NP 他/NR]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(VP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque queue

北京机场。
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[VP 到达/VV]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(NR)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.
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Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: APP W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque
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queue

机场。
[NP 他/NR]

[VP 到达/VV]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: FIN W

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque
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Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(NP)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque queue

机场。
[NP 他/NR]

[VP 到达/VV]
[NP 北京/NR]



Joint Segmentation, Tagging & Chunking

• Character-based chunking 
• Action: SEP(NN)

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.

stack deque
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• Character-based chunking 
• Action: SEP(O)
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Joint Segmentation, Tagging & Chunking

• Character-based chunking feature template 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Statistics of the CTB4 corpus

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Results of word-based chunking

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Results of semi-supervised models

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging & Chunking

• Comparison between the pipeline and joint models 

Chen Lyu, Yue Zhang and Donghong Ji. Joint Word Segmentation, POS-Tagging and Syntactic Chunking. In 
Proceedings of the AAAI 2016, Phoenix, Arizona, USA, February.



Joint Segmentation, Tagging and 
Normalization
• Text normalization is introduced as a pre-processing step for 

microblog processing, which transforms informal words into 
their standard forms. For example, “tmrw” has been frequently 
used in tweets for is for “tomorrow”. 

• This paper proposed a transition-based model for joint word 
segmentation, POS tagging and text normalization. 

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

工作鸭梨大啊！ 工作/NN		压力/NN		大/VA		啊/SP		!/PU



Joint Segmentation, Tagging and 
Normalization
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normalization

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: initial state

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.
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Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: SEP(工, NN)
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Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: APP(作)
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tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.
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• Transition actions for joint segmentation, tagging and 

normalization
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Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: APP(梨)
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Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: SEPS(大, VA, 压力)
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Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: SEP(啊, SP)
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Joint Segmentation, Tagging and 
Normalization
• Transition actions for joint segmentation, tagging and 

normalization
• Actions: SEP(！, PU)

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.

stack queue

工作/NN 压力/NN 大/VA 啊/SP ！/PU



Joint Segmentation, Tagging and 
Normalization
• Features

• The segmentation feature templates of Zhang and Clark (2011)
• Extracting language model features by using word-based language 

model learned from a large quantity of standard texts

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and 
Normalization
• Normalization dictionary
• Using CTB data.

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, Tagging and 
Normalization
• Results 

Tao Qian, Yue Zhang, Meishan Zhang and Donghong Ji. A Transition-based Model for Joint Segmentation, POS-
tagging and Normalization. In proceedings of EMNLP 2015, Lisboa, Portugal, September.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• This paper investigate Chinese parsing from the character-level, 

extending the notion of phrase-structure trees by annotating 
internal structures of words. 

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Traditional: word-based Chinese parsing

CTB-style	word-based	syntax	tree	for	“中国 (China)	建筑业 (architecture	industry)	呈现 (show)	
新 (new)	格局 (pattern)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• This: character-based Chinese parsing

Character-level	syntax	tree	with	hierarchal	word	structures	for	“中 (middle)	国 (nation)	建 (construction)	
筑 (building)	业 (industry)	呈 (present)	现 (show)	新 (new)	格 (style)	局 (situation)”.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Why character-based?

• Chinese words have syntactic structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.
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• Deep character information of word structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
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• Why character-based?

• Deep character information of word structures.
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Joint Segmentation, POS-tagging and 
Constituent Parsing
• Why character-based?

• Build syntax tree from character sequences.
• Not require segmentation or POS-tagging as input.
• Benefit from joint framework, avoid error propagation.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Word structure annotation

• Binarized tree structure for each word.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Word structure annotation

• Binarized tree structure for each word.

n b, i denote whether the below character is at a word’s beginning position.
n l, r, c denote the head direction of current node, respectively left, right and coordination.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Word structure annotation

• Binarized tree structure for each word.

n b, i denote whether the below character is at a word’s beginning position.
n l, r, c denote the head direction of current node, respectively left, right and coordination.

We extend word-based phrase-structures into character-based 
syntax trees using  the word structures demonstrated above.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Word structure annotation

• Annotation input: a word and its POS.
• A word may have different structures according to different POS.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• The character-based parsing model

• A transition-based parser

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• The character-based parsing model

• A transition-based parser
• Extended from Zhang and Clark (2009),  a word-based transition parser.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• The character-based parsing model

• A transition-based parser
• Extended from Zhang and Clark (2009),  a word-based transition parser.

• Incorporating features of a word-based parser as well as a joint 
SEG&POS system.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• The character-based parsing model

• A transition-based parser
• Extended from Zhang and Clark (2009),  a word-based transition parser.

• Incorporating features of a word-based parser as well as a joint 
SEG&POS system.

• Adding the deep character information from word structures.

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Constituent Parsing
• Example

• SHIFT

Transition-based Constituent Parsing

Yue Zhang and Stephen Clark. 2011. Syntactic Processing Using the Generalized Perceptron and Beam 
Search. In Computational Linguistics, 37(1), March.
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Constituent Parsing
• Example

• TERMINATE

Transition-based Constituent Parsing
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Joint Segmentation, POS-tagging and 
Constituent Parsing
• The transition system

lSHIFT-SEPARATE(t),	SHIFT-APPEND,	REDUCE-SUBWORD(d),		
REDUCE-WORD,	REDUCE-BINARY(d;l),		REDUCE-UNARY(l),	TERMINATE

n State:

n Actions:

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Actions

• SHIFT-SEPARATE(t)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Actions

• SHIFT-SEPARATE(t)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Actions
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• Actions
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• Actions
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Joint Segmentation, POS-tagging and 
Constituent Parsing
• Actions

• TERMINATE
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Joint Segmentation, POS-tagging and 
Constituent Parsing
• Features

n From word-based parser (Zhang and Clark, 
2009)

n From joint SEG&POS-Tagging (Zhang and 
Clark, 2010)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.
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Joint Segmentation, POS-tagging and 
Constituent Parsing
• Experiments

• Penn Chinese Treebank 5 (CTB-5)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Experiments

• Baseline models
• Pipeline model including:

• Joint SEG&POS-Tagging model (Zhang and Clark, 2010).
• Word-based CFG parsing model (Zhang and Clark, 2009).

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Experiments

• Our proposed models
• Joint model with flat word structures 
• Joint model with annotated word structures

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Results Task P R F

Pipeline Seg 97.35 98.02 97.69

Tag 93.51 94.15 93.83

Parse 81.58 82.95 82.26

Flat word Seg 97.32 98.13 97.73

structures Tag 94.09 94.88 94.48

Parse 83.39 83.84 83.61

Annotated Seg 97.49 98.18 97.84

word
structures Tag 94.46 95.14 94.80

Parse 84.42 84.43 84.43

WS 94.02 94.69 94.35

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Constituent Parsing
• Compare with other systems

Task Seg Tag Parse

Kruengkrai+	’09 97.87 93.67 –

Sun	’11 98.17 94.02 –

Wang+	’11 98.11 94.18 –

Li	’11 97.3 93.5 79.7

Li+	’12 97.50 93.31 –

Hatori+	’12 98.26 94.64 –

Qian+	’12 97.96 93.81 82.85

Ours	pipeline 97.69 93.83 82.26

Ours	joint	flat 97.73 94.48 83.61

Ours	joint	annotated 97.84 94.80 84.43

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Chinese Parsing Exploiting Characters. In proceedings 
of ACL 2013. Sophia, Bulgaria. August.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• This paper investigate the problem of character-level Chinese 

dependency parsing, building dependency trees over 
characters. 

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Traditional word-based dependency parsing

• Inter-word dependencies

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Character-level dependency parsing

• Inter- and intra-word dependencies

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• An overview 
• Transition-based framework with global learning and beam search (Zhang and 

Clark, 2011)
• Extensions from word-level transition-based  dependency parsing models

• Arc-standard (Nirve 2008; Huang et al., 2009 )
• Arc-eager (Nirve 2008; Zhang and Clark, 2008)

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level transition-based dependency parsing
• Arc-standard

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level transition-based dependency parsing
• Arc-eager

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level to character-level
• Arc-standard

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level to character-level
• Arc-standard

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level to character-level
• Arc-eager

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• Word-level to character-level
• Arc-eager

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Main method

• New features

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Experiments

• Data
• CTB5.0, CTB6.0, CTB7.0

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Experiments

• Proposed models
• STD (real, pseudo) 

• Joint segmentation and POS-tagging with inner dependencies
• STD (pseudo, real)

• Joint segmentation, POS-tagging and dependency parsing 
• STD (real, real)

• Joint segmentation, POS-tagging and dependency parsing with inner dependencies

• EAG (real, pseudo)
• Joint segmentation and POS-tagging with inner dependencies

• EAG (pseudo, real)
• Joint segmentation, POS-tagging and dependency parsing 

• EAG (real, real)
• Joint segmentation, POS-tagging and dependency parsing with inner dependencies

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Experiments

• Final results

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Experiments

• Analysis: word structure predication
• OOV words

• Overall

• Assuming that the segmentation is correct

STD(real,real) 67.98%

EAG(real,real) 69.01%

STD(real,real) 87.64%

EAG(real,real) 89.07%

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Segmentation, POS-tagging and 
Dependency Parsing
• Experiments

• Analysis: word structure predication
• OOV words

Meishan Zhang, Yue Zhang, Wanxiang Che and Ting Liu. Character-Level Chinese Dependency Parsing. In 
Proceedings of ACL 2014. Baltimore, USA, June.



Joint Entity and Relation Extraction  

• This paper investigate joint models for simultaneously extracting 
drugs, diseases and adverse drug events. The joint models 
have two main advantages.

• They make use of information integration to facilitate performance 
improvement

• They reduce error propagation in pipeline methods

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

Gliclazidedrug-induced acute hepatitisdisease



Joint Entity and Relation Extraction 
• We define the action as:

• O, which marks the current word as not belong to either a drug or 
disease mention.

• BC, which marks the current word as the beginning of a drug mention.
• BD, which marks the current word as the beginning of a disease 

mention.
• I, which marks the current word as part of a drug or disease mention 

but not the beginning.
• For example

• Given a sentence: Gliclazide-induced acute hepatitis.
• The action sequence: “BC O O BD I O “ yields the result ”Gliclazidedrug-induced 

acute hepatitisdisease.”

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• We define the state of the joint model as a tuple <l, ds, dg, s>
• l is a label sequence
• ds is a list of readily-recognized disease entity mentions
• dg is a list of readily-recognized drug entity mentions
• s is a set of ADEs

• Two more actions are defined to achieve this
• N, which indicates that a pair of entities does not have an ADE relation
• Y, which indicates that a pair of entities has an ADE relation

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• State transition examples
• The sentence: Hepatitis caused by methotrexate and etretinate.
• The action sequence: BD O O BC O Y BC O Y

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[],[],[],[]> BD

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD],[],[],[]> O

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O],[Hepatitis],[],[]> O

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O],[Hepatitis],[],[]> BC

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
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<[BD,O,O,BC],[Hepatitis],[],[]> O

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O],[Hepatitis],[methotrexate],[]> Y

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate)]> BC

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC],[Hepatitis],[methotrexate],[(Hepatitis,methotrexate
)]>

O

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC,O],[Hepatitis],[methotrexate,etretinate],[(Hepatitis,
methotrexate)]>

Y

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• State transition examples

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.

<[BD,O,O,BC,O,Y,BC,O,Y],[Hepatitis],[methotrexate,etretinate],[(Hepatiti
s,methotrexate),(Hepatitis,etretinate)]>

<EOS>

next actionstate <l, ds, dg, s>



Joint Entity and Relation Extraction 

• The neural joint model

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• Search and learning
• Greedy
• Local 

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• Experiments
• Data: ADE corpus
• Metrics: Standard precision (P), recall (R), F1-measure (F1)

are used for evaluation 
• Preprocessing: The Stanford CoreNLP toolkit7 is utilized

for preprocessing 

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.



Joint Entity and Relation Extraction 

• Experiments Results

Fei Li, Yue Zhang, Meishan Zhang and Donghong Ji. Joint Models for Extracting Adverse Drug Events from 
Biomedical Text. In Proceddings of IJCAI 2016. New York City, USA, July.
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• Motivation
• Statistical Models
• Deep Learning Models



Joint Tagging, Chunking and NER

• Features trained for one task can be useful for related tasks. 
Multi-task learning (MTL) leverages this idea in a more 
systematic way. This paper trained jointly POS, CHUNK and 
NER using the window approach network.

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• window approach network.

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• Example of multitasking with NN

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• All models share the lookup table parameters
• The parameters of the first linear layers are shared in the 

window approach case
• Training is achieved by minimizing the loss averaged across all 

tasks

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 
Research 12.Aug (2011): 2493-2537.



Joint Tagging, Chunking and NER

• Experiments 

Collobert, Ronan, et al. "Natural language processing (almost) from scratch." Journal of Machine Learning 
Research 12.Aug (2011): 2493-2537.



Joint Parsing and SRL

• Model 

Peng	Shi,	Zhiyang Teng and	Yue	Zhang. Exploiting	Mutual	Benefits	between	Syntax	and	Semantic	Roles	using	Neural	Network.	
In	Proceeddings of	EMNLP	2016.

Input 

Parser SRL

Syntax Semantic Roles



Joint Parsing and SRL

• Experiment Results

Peng	Shi,	Zhiyang Teng and	Yue	Zhang. Exploiting	Mutual	Benefits	between	Syntax	and	Semantic	Roles	using	Neural	Network.	
In	Proceeddings of	EMNLP	2016.

Model F1 UAS LAS
Bi-LSTM 72.71 - -
S-LSTM - 84.33 82.10
DEP!SRL(lab/lstm) 73.00/74.18 84.33 82.10
SRL!DEP 72.71 84.75 82.62
Joint 73.84 85.15 82.91

Table 2: Results. Bi-LSTM and S-LSTM are two baseline
models for SRL and parsing, respectively. DEP!SRL and
SRL!DEP are two pipeline models. ‘Joint’ denotes the pro-
posed model for joint parsing and semantic role labeling. lab

uses only the dependency label as features, while lstm applies
features extracted from dependency trees using tree LSTMs.

represents the use of dependency label embeddings
and tree LSTM hidden vectors for the additional
SRL features dep

t

, respectively.
Comparison between Bi-LSTM and DEP!SRL

shows that slight improvement is brought by intro-
ducing dependency label features to the semantic
role labeler (72.71!73.00). By introducing full
tree information, the lstm integration leads to much
higher improvements (72.71!74.18). This demon-
strates that the LSTM SRL model of Zhou and Xu
(2015) can still benefit from parser outputs, despite
that it can learn syntactic information independently.

In the reverse direction, comparison between
S-LSTM and SRL!DEP shows improvement to
UAS/LAS by integrating semantic role features
(82.10!82.62). This demonstrates the usefulness
of semantic roles to parsing and is consistent with
observations on discrete models (Boxwell et al.,
2010). To our knowledge, we are the first to report
results using a SRL ! Parsing pipeline, which is
enabled by the neural SRL model.

Using shared embeddings, the joint model gives
improvements on both SRL and parsing. The most
salient difference between the joint model and the
two pipelines is the shared parameter space.

These results are consistent with the finds of Col-
lobert et al. (2011) who show that POS, chunking
and semantic role information can bring benefit to
each other in joint neural training. In contrast to their
results (SRL 74.15!74.29, POS 97.12!97.22,
CHUNK 93.37!93.75), we find that parsing and
SRL benefit relatively more from each other (SRL
72.72!73.84, DEP 84.33!85.15). This is intuitive
because parsing offers deeper syntactic information
compared to POS and shallow syntactic chunking.

4 Conclusion

We investigated the mutual benefits between depen-
dency syntax and semantic roles using two state-of-
the-art LSTM models, finding that both can be fur-
ther improved. In addition, simple multitask learn-
ing is also effective. These results demonstrate po-
tentials for deeper joint neural models between these
tasks.
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Joint Parsing and SRL

• Model

Swabha Swayamdipta, Miguel	Ballesteros,	Chris	Dyer	and	Noah	A.	Smith.	 Greedy,	Joint	Syntactic-Semantic	Parsing	with	
Stack	LSTMs In	proceedings	of	CoNLL (CoNLL 2016).

St Mt Bt Action St+1 Mt+1 Bt+1 Dependency
S M (v, v), B S-SHIFT (v, v), S M (v, v), B —

(u, u), S M B S-REDUCE S M B —
(u, u), S M (v, v), B S-RIGHT(`) (v, v), (gs(u, v, l), u), S M (v, v), B S [ u

`! v

(u, u), S M (v, v), B S-LEFT(`) S M (gs(v, u, l), v), B S [ u
` v

S M (v, v), B M-SHIFT S (v, v), M B —
S (u, u), M B M-REDUCE S M B —
S (u, u), M (v, v), B M-RIGHT(r) S (gm(u, v, r), u), M (v, v), B M [ u

r! v

S (u, u), M (v, v), B M-LEFT(r) S (u, u), M (gm(v, u, r), v), B M [ u
r v

S (u, u), (v, v), M B M-SWAP S (v, v), (u, u), M B —
S M (v, v), B M-PRED(p) S M (gd(v, p), v), B —
S M (v, v), B M-SELF(r) S M (gm(v, v, r), v), B M [ v

r$ v

Table 1: Parser transitions along with the modifications to the stacks and the buffer resulting from each.
Syntactic transitions are shown above, semantic below. Italic symbols denote symbolic representations
of words and relations, and bold symbols indicate (learned) embeddings (§3.5) of words and relations;
each element in a stack or buffer includes both symbolic and vector representations, either atomic or
recursive. S represents the set of syntactic transitions, and M the set of semantic transitions.

an element to the top of the stack, resulting in a
new summary. Pop, which does not correspond to
a conventional LSTM operation, moves the stack
pointer to the preceding timestep, resulting in a
stack summary as it was before the popped item
was observed. Implementation details (Dyer et al.,
2015; Goldberg, 2015) and code have been made
publicly available.6

Using stack LSTMs, we construct a represen-
tation of the algorithm state by decomposing it
into smaller pieces that are combined by recursive
function evaluations (similar to the way a list is
built by a concatenate operation that operates on a
list and an element). This enables information that
would be distant from the “top” of the stack to be
carried forward, potentially helping the learner.

3.2 Stack LSTMs for Joint Parsing
Our algorithm employs four stack LSTMs,
one each for the S, M , and B data struc-
tures.Like Dyer et al. (2015), we use a fourth stack
LSTM, A, for the history of actions—A is never
popped from, only pushed to. Figure 4 illustrates
the architecture. The algorithm’s state at timestep
t is encoded by the four vectors summarizing the
four stack LSTMs, and this is the input to the clas-
sifier that chooses among the allowable transitions
at that timestep.

Let st, mt, bt, and at denote the summaries
of St, Mt, Bt, and At, respectively. Let At =

Allowed(St, Mt, Bt, At) denote the allowed tran-
sitions given the current stacks and buffer. The
parser state at time t is given by a rectified linear
unit (Nair and Hinton, 2010) in vector yt:

yt = elementwisemax {0,d + W[st;mt;bt;at]}

6
https://github.com/clab/lstm-parser
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Figure 4: Stack LSTM for joint parsing. The state
illustrated corresponds to the ***-marked row in
the example transition sequence in Fig. 3.

where W and d are the parameters of the classi-
fier. The transition selected at timestep t is

arg max

⌧2At

q⌧ + ✓⌧ · yt (1)

⌘ arg max

⌧2At

score(⌧ ;St, Mt, Bt, At)

where ✓⌧ and q⌧ are parameters for each transi-
tion type ⌧ . Note that only allowed transitions are
considered in the decision rule (see §2.3).

3.3 Composition Functions
To use stack LSTMs, we require vector representa-
tions of the elements that are stored in the stacks.
Specifically, we require vector representations of
atoms (words, possibly with part-of-speech tags)
and parse fragments. Word vectors can be pre-
trained or learned directly; we consider a concate-
nation of both in our experiments; part-of-speech

190



Joint Parsing and SRL

• Shift-Reduce

Swabha Swayamdipta, Miguel	Ballesteros,	Chris	Dyer	and	Noah	A.	Smith.	 Greedy,	Joint	Syntactic-Semantic	Parsing	with	
Stack	LSTMs In	proceedings	of	CoNLL (CoNLL 2016).



Joint Parsing and SRL

• Compared with state-of-art

Swabha Swayamdipta, Miguel	Ballesteros,	Chris	Dyer	and	Noah	A.	Smith.	 Greedy,	Joint	Syntactic-Semantic	Parsing	with	
Stack	LSTMs In	proceedings	of	CoNLL (CoNLL 2016).

Model LAS Sem. Macro
F1 F1

joint models:
Lluı́s and Màrquez (2008) 85.8 70.3 78.1
Henderson et al. (2008) 87.6 73.1 80.5
Johansson (2009) 86.6 77.1 81.8
Titov et al. (2009) 87.5 76.1 81.8
CoNLL 2008 best:
#3: Zhao and Kit (2008) 87.7 76.7 82.2
#2: Che et al. (2008) 86.7 78.5 82.7
#2: Ciaramita et al. (2008) 87.4 78.0 82.7
#1: J&N (2008) 89.3 81.6 85.5
Joint (this work) 89.1 80.5 84.9

Table 2: Joint parsers: comparison on the CoNLL
2008 test (WSJ+Brown) set.

sitions is derived, showing the benefit of learn-
ing a representation for the entire algorithmic
state. Several other joint learning models have
been proposed (Lluı́s and Màrquez, 2008; Jo-
hansson, 2009; Titov et al., 2009) for the same
task; our joint model surpasses the performance
of all these models. The best reported systems on
the CoNLL 2008 task are due to Johansson and
Nugues (2008), Che et al. (2008), Ciaramita et
al. (2008) and Zhao and Kit (2008), all of which
pipeline syntax and semantics; our system’s se-
mantic and overall performance is comparable to
these. We fall behind only Johansson and Nugues
(2008), whose success was attributed to carefully
designed global SRL features integrated into a
pipeline of classifiers, making them asymptoti-
cally slower.

CoNLL 2009 English (Table 3) All of our
models (Syntax-only, Semantics-only, Hybrid and
Joint) improve over Gesmundo et al. (2009)
and Henderson et al. (2013), demonstrating the
benefit of our entire-parser-state representation
learner compared to the more locally scoped
model.

Given that syntax has consistently proven useful
in SRL, we expected our Semantics-only model
to underperform Hybrid and Joint, and it did. In
the training domain, syntax and semantics bene-
fit each other (Joint outperforms Hybrid). Out-
of-domain (the Brown test set), the Hybrid pulls
ahead, a sign that Joint overfits to WSJ. As a
syntactic parser, our Syntax-only model performs
slightly better than Dyer et al. (2015), who achieve
89.56 LAS on this task. Joint parsing is very
slightly better still.

The overall performance of Joint is on par with
the other winning participants at the CoNLL 2009
shared task (Zhao et al., 2009; Che et al., 2009;
Gesmundo et al., 2009), falling behind only Zhao
et al. (2009), who carefully designed language-
specific features and used a series of pipelines for
the joint task, resulting in an accurate but compu-
tationally expensive system.

State-of-the-art SRL systems (shown in the last
block of Table 3) which use advances orthog-
onal to the contributions in this paper, perform
better than our models. Many of these systems
use expert-crafted features derived from full syn-
tactic parses in a pipeline of classifiers followed
by a global reranker (Björkelund et al., 2009;
Björkelund et al., 2010; Roth and Woodsend,
2014); we have not used these features or rerank-
ing. Lei et al. (2015) use syntactic parses to obtain
interaction features between predicates and their
arguments and then compress feature representa-
tions using a low-rank tensor. Täckström et al.
(2015) present an exact inference algorithm for
SRL based on dynamic programming and their lo-
cal and structured models make use of many syn-
tactic features from a pipeline; our search pro-
cedure is greedy. Their algorithm is adopted
by FitzGerald et al. (2015) for inference in a model
that jointly learns representations from a combina-
tion of PropBank and FrameNet annotations; we
have not experimented with extra annotations.

Our system achieves an end-to-end runtime of
177.6±18 seconds to parse the CoNLL 2009 En-
glish test set on a single core. This is almost 2.5
times faster than the pipeline model of Lei et al.
(2015) (439.9±42 seconds) on the same machine.8

CoNLL 2009 Multilingual (Table 4) We tested
the joint model on the non-English CoNLL 2009
datasets, and the results demonstrate that it adapts
easily—it is on par with the top three systems in
most cases. We note that our Chinese parser relies
on pretrained word embeddings for its superior
performance; without them (not shown), it was on
par with the others. Japanese is a small-data case
(4,393 training examples), illustrating our model’s
dependence on reasonably large training datasets.

We have not extended our model to incorporate
morphological features, which are used by the sys-
tems to which we compare. Future work might in-

8See https://github.com/taolei87/

SRLParser; unlike other state-of-the-art systems, this
one is publicly available.
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Joint Parsing and SRL

• Joint VS Pipeline

Swabha Swayamdipta, Miguel	Ballesteros,	Chris	Dyer	and	Noah	A.	Smith.	 Greedy,	Joint	Syntactic-Semantic	Parsing	with	
Stack	LSTMs In	proceedings	of	CoNLL (CoNLL 2016).

Model LAS Sem. F1

(WSJ)
Sem. F1

(Brown)
Macro
F1

CoNLL’09 best:
#3 G+ ’09 88.79 83.24 70.65 86.03
#2 C+ ’09 88.48 85.51 73.82 87.00
#1 Z+ ’09a 89.19 86.15 74.58 87.69
this work:
Syntax-only 89.83
Sem.-only 84.39 73.87
Hybrid 89.83 84.58 75.64 87.20
Joint 89.94 84.97 74.48 87.45
pipelines:
R&W ’14 86.34 75.90
L+ ’15 86.58 75.57
T+ ’15 87.30 75.50
F+ ’15 87.80 75.50

Table 3: Comparison on the CoNLL 2009 English
test set. The first block presents results of other
models evaluated for both syntax and semantics on
the CoNLL 2009 task. The second block presents
our models. The third block presents the best pub-
lished models, each using its own syntactic pre-
processing.

corporate morphological features where available;
this could potentially improve performance, espe-
cially in highly inflective languages like Czech.
An alternative might be to infer word-internal rep-
resentations using character-based word embed-
dings, which was found beneficial for syntactic
parsing (Ballesteros et al., 2015).

Language #1 C+’09 #2 Z+ ’09a #3 G+ ’09 Joint
Catalan 81.84 83.01 82.66 82.40
Chinese 76.38 76.23 76.15 79.27
Czech 83.27 80.87 83.21 79.53
English 87.00 87.69 86.03 87.45
German 82.44 81.22 79.59 81.05
Japanese 85.65 85.28 84.91 80.91
Spanish 81.90 83.31 82.43 83.11
Average 82.64 82.52 82.14 81.96

Table 4: Comparison of macro F1 scores on the
multilingual CoNLL 2009 test set.

6 Related Work

Other approaches to joint modeling, not consid-
ered in our experiments, are notable. Lluı́s et al.
(2013) propose a graph-based joint model using
dual decomposition for agreement between syn-
tax and semantics, but do not achieve competi-
tive performance on the CoNLL 2009 task. Lewis
et al. (2015) proposed an efficient joint model for
CCG syntax and SRL, which performs better than

a pipelined model. However, their training neces-
sitates CCG annotation, ours does not. Moreover,
their evaluation metric rewards semantic depen-
dencies regardless of where they attach within the
argument span given by a PropBank constituent,
making direct comparison to our evaluation infea-
sible. Krishnamurthy and Mitchell (2014) pro-
pose a joint CCG parsing and relation extraction
model which improves over pipelines, but their
task is different from ours. Li et al. (2010) also
perform joint syntactic and semantic dependency
parsing for Chinese, but do not report results on
the CoNLL 2009 dataset.

There has also been an increased interest in
models which use neural networks for SRL. Col-
lobert et al. (2011) proposed models which per-
form many NLP tasks without hand-crafted fea-
tures. Though they did not achieve the best results
on the constituent-based SRL task (Carreras and
Màrquez, 2005), their approach inspired Zhou and
Xu (2015), who achieved state-of-the-art results
using deep bidirectional LSTMs. Our approach
for dependency-based SRL is not directly compa-
rable.

7 Conclusion

We presented an incremental, greedy parser for
joint syntactic and semantic dependency parsing.
Our model surpasses the performance of previous
joint models on the CoNLL 2008 and 2009 En-
glish tasks, without using expert-crafted, expen-
sive features of the full syntactic parse.
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Joint Event Detection and Reporting

• This paper build a joint model to filter, cluster, and summarize 
the tweets for new events. In particular, deep representation 
learning is used to vectorize tweets, which serves as basis that 
connects tasks. A neural stacking model is used for integrating 
a pipeline of different sub tasks, and for better sharing between 
the predecessor and successors. 

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting
• Tweet New Event Detection

• Aims to identify first stories in a tweet stream
• Incremental clustering is always used to cluster tweets into event groups.

Event	Groups

…

Tweet	Stream

Clustering

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Challenges of Tweet New Event Detection
• There are lots of noise tweets in the tweet stream

• Every event is mentioned by too many tweets

Contain	earthquake	keyword.
But	do	not	mention	any	
earthquake	event

Need	to	
filter

Need	to	
summarize

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Solution: Not only cluster events, but also filter tweets and 
summarize events.

• Tweets Filtering
• Event Clustering
• Event Summarization

… Filtering Relevant	
Tweets

Tweet	Stream

Event	Groups

Clustering

Event	Summaries

Summarization

Model



Joint Event Detection and Reporting

• Correlation between Different Stages
• A tweet that comprehensively describes an event should be scored 

highly in both the relevance-filtering and the extractive-summarization
steps.

• Better understanding of a tweet is helpful for both relevance-filtering
and event-clustering.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Detect and Summarize Event Jointly
• A deep neural network is used to model the three subtasks jointly

• Representation learning is used to transform each incoming tweet into a dense 
low dimension vector

• Neural stacking is used to integrate different subtasks.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Overview of Joint Event Detection and Summarization
• Shared Representation

• LSTM
• Joint Model

• Tweet Filtering
• Event Clustering
• Event Summarization

Mention Detection Network

Clustering Network

Summarization Network

Shared Representation H

Hd of Detection

Ps of Summarization

Hc of Clustering



Joint Event Detection and Reporting

• Tweet Filtering
• We classify each tweet in the stream as either being relevant or 

irrelevant to the events of concern.
• A binary classification task
• A multi-layer perceptron

H

Hd

Pd

hidden	variables	of	tweet

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting
• Event Clustering

• Incremental clustering of tweets [Aggarwal and Subbian, 2012]. 
• Given a new tweet, decide whether it belongs to an existing event cluster, or 

describes a new event 
• A key issue is the calculation of similarity between tweets.

1. 2. 3.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Siamese Network for calculating similarity
• Siamese Network

Hj

Hc

Pc

Hi

hidden	variables	of	tweet i and j

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Integrating with tweet filtering

Hj

Hc

PcHdi

Hdj

Hi

Hidden	variables	from	
tweet	filtering

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting
• Event Summarization

• We rank all the tweets in the cluster using a probability score, and select top-
n to build the summary.

0.3

0.4

0.6

0.1

0.2

0.8

Tweet Score

Summary



Joint Event Detection and Reporting

• Event Summarization (cont.)
• A multi-layer perceptron

H

Hs

Ps

hidden	variables	of	tweet

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Integrating with event clustering

• is the sum of      between the tweet X and all the other tweets in the 
same cluster

H

Hs

Ps

Hc

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Data Collection
• All data were collected by using the Twitter streaming API

• consist of tweets from June 2013 until April 2016
• The tweets are collected with relevant domain keywords

• Earthquake:
• earthquake,	shake,	refugees,	victims

• DDoS:
• ddos, anonymous attack, spoofed attack, zombies host

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Event Annotation
• We adopt the approach employed by NIST in labeling TDT data [Allan, 

2002]
• A relevant tweet must explicitly mention the event
• The main purpose of the tweet should be to inform of the event

• Statistic of dataset

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Evaluation Metrics
• Clustering

• We use the standard TDT evaluation procedure [Allan, 2002], where normalized 
Topic Weighted Minimum Cost (Cmin) is taken for evaluating clustering accuracy

• Summarization
• We use ROUGE-1.5.5 [Lin, 2004] for summary evaluation. We report unigram 

overlap (ROUGE-1) for assessing informativeness. 
• Firstly, we evaluate our proposed model on earthquake domain.

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting
• Effectiveness of Event Mention Detection

• Below table indicates the event clustering performance with/without the 
event mention detection.

• Cosine	is	a	traditional	strategy	with	bag-of-words	as	document	representation	[Aggarwal	
and	Subbian,	2012]	

• LSTM	means	calculating	the	similarity	using	the	LSTM	based	Siamese	network	[Mueller	
and	Thyagarajan,	2016].

Event	filtering	always	outperform	those	
without	event	mention	filtering

Neural	Network	is	better	than	BOW	model



Joint Event Detection and Reporting

• Effectiveness of Joint Modeling
• The results of different ablation baselines

Only	integrate	filtering for	clustering

Only	integrate	clustering for	summarization

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



State-of-the-art	model	for	
event	clustering	and	
summarization

Joint Event Detection and Reporting

• Comparison with State-of-the-art
• Comparison of clustering algorithms

• Comparison of summarization algorithms

State-of-the-art	models	
for	event	clustering

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Joint Event Detection and Reporting

• Results on DDoS Domain
• Comparison with state-of-the-art

Wang, Zhongqing, et al. "A Neural Model for Joint Event Detection and Summarization." IJCAI, 2017.



Opinion Recommendation

• A restaurant review on Yelp.com

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

• Opinion Recommendation: a novel task of jointly predicting a 
custom review with a rating score that a certain user would give 
to a certain product or service, given existing reviews and rating 
scores to the product or service by other users, and the reviews 
that the user has given to other products and services. 

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.

Product	1 Product	2 Product	3

User	A Review	+	3.0 Review	+	4.5 Review +	4.5

User	B Review	+	2.5 Review +	3.5

User	C Review +	4.0	 Review	+	?



Opinion Recommendation

• This paper use a single neural network to model users and 
products, capturing their correlation and generating customised
product representations using a deep memory network, from 
which customised ratings and reviews are constructed jointly.

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

• Overview of proposed model

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

• Experiments
• Data: collected from the yelp academic dataset, provided by Yelp.com
• Evaluation: use the ROUGE-1.5.5 toolkit for evaluating the 

performance of customized review generation, and report unigram 
overlap (ROUGE-1) as a means of assessing informativeness.; Mean 
Square Error (MSE) is used as the evaluation metric for measuring the 
performance of customized rating score prediction. 

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Opinion Recommendation

• Results 

Wang, Zhongqing, et al. "Opinion Recommendation Using A Neural Model." EMNLP, 2017.



Joint Entity and Sentiment Extraction 

• Open domain targeted sentiment is the joint information 
extraction task that finds target mentions together with the 
sentiment towards each mention from a text corpus. 

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• This paper
• make an empirical comparison between discrete and neural CRF 

models, and further combine the strengths of each model via feature 
integration. 

• compare the effects of the pipeline, joint and collapsed models for open 
targeted sentiment analysis under the neural model settings. 

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• Integrated models for pipeline

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• Integrated models for joint

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• Integrated models for collapsed

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• Data of Mitchell et al. (2013)

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



Joint Entity and Sentiment Extraction 

• Results 

Zhang, Meishan, Yue Zhang, and Duy-Tin Vo. "Neural Networks for Open Domain Targeted Sentiment." EMNLP. 
2015.



• Background 
• Relation Extraction

Miwa,	Makoto,	and	Mohit Bansal.	“End-to-end	relation	extraction	using	lstms on	sequences	and	tree	structures.” In
proceedings of ACL (2016).

Joint Entity and Relation Extraction 



• Background 
• Relation Extraction

• Entity Recognition
• Relation Classification

Miwa,	Makoto,	and	Mohit Bansal.	“End-to-end	relation	extraction	using	lstms on	sequences	and	tree	structures.” In
proceedings of ACL (2016).
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• Background 
• Relation Extraction

• Entity Recognition
• Relation Classification Single	Model

Joint	&	End	to	End

Miwa,	Makoto,	and	Mohit Bansal.	“End-to-end	relation	extraction	using	lstms on	sequences	and	tree	structures.” In
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• Background 
• Relation Extraction

Single	Model	(Joint	&	End	to	End)
Approach:				Table	Filling
Related	work:
• Miwa	and	Sasaki	(2014)
• Miwa	and	Bansal	(2016)

Miwa,	Makoto,	and	Mohit Bansal.	“End-to-end	relation	extraction	using	lstms on	sequences	and	tree	structures.” In
proceedings of ACL (2016).
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• Background 
• Relation Extraction

• Table-Filling Sequence
• Miwa	and	Bansal	(2016)

Miwa,	Makoto,	and	Mohit Bansal.	“End-to-end	relation	extraction	using	lstms on	sequences	and	tree	structures.” In
proceedings of ACL (2016).
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In 1909 , Sidney Yates was born in Chicago .

B-PER L-PER

word/POS 
embeddings

Bi-LSTM

hidden

softmax

nsubjpass prep pobj

Yates

born

in

Chicago

PHYS

Bi-TreeLSTM

hidden

softmax

Sequence (Entity)

Dependency (Relation)

LSTM unit
dropout

tanh

tanh

dependency embeddings

tanh

label embeddings

embeddings

neural net / softmax

・・・・・・

Fig. 1: Our incrementally-decoded end-to-end relation extraction model, with bidirectional sequential
and bidirectional tree-structured LSTM-RNNs.

3 Model

We design our model with LSTM-RNNs that rep-
resent both word sequences and dependency tree
structures, and perform end-to-end extraction of
relations between entities on top of these RNNs.
Fig. 1 illustrates the overview of the model. The
model mainly consists of three representation lay-
ers: a word embeddings layer (embedding layer),
a word sequence based LSTM-RNN layer (se-
quence layer), and finally a dependency subtree
based LSTM-RNN layer (dependency layer). Dur-
ing decoding, we build greedy, left-to-right entity
detection on the sequence layer and realize rela-
tion classification on the dependency layers, where
each subtree based LSTM-RNN corresponds to
a relation candidate between two detected enti-
ties. After decoding the entire model structure, we
update the parameters simultaneously via back-
propagation through time (BPTT) (Werbos, 1990).
The dependency layers are stacked on the se-
quence layer, so the embedding and sequence lay-
ers are shared by both entity detection and rela-
tion classification, and the shared parameters are
affected by both entity and relation labels.

3.1 Embedding Layer

The embedding layer handles embedding repre-
sentations. n

w

, n
p

, n
d

and n

e

-dimensional vectors
v

(w), v(p), v(d) and v

(e) are embedded to words,
part-of-speech (POS) tags, dependency types, and
entity labels, respectively.

3.2 Sequence Layer
The sequence layer represents words in a linear se-
quence using the representations from the embed-
ding layer. This layer represents sentential con-
text information and maintains entities, as shown
in bottom-left part of Fig. 1.

We represent the word sequence in a sentence
with bidirectional LSTM-RNNs (Graves et al.,
2013). The LSTM unit at t-th word consists of
a collection of n

ls-dimensional vectors: an input
gate i

t

, a forget gate f

t

, an output gate o

t

, a mem-
ory cell c

t

, and a hidden state h

t

. The unit re-
ceives an n-dimensional input vector x

t

, the previ-
ous hidden state h

t�1, and the memory cell c
t�1,

and calculates the new vectors using the following
equations:

i
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),

where � denotes the logistic function, � denotes
element-wise multiplication, W and U are weight
matrices, and b are bias vectors. The LSTM unit
at t-th word receives the concatenation of word
and POS embeddings as its input vector: x

t

=h
v

(w)
t

; v

(p)
t

i
. We also concatenate the hidden state

vectors of the two directions’ LSTM units corre-
sponding to each word (denoted as �!h

t

and  �h
t

) as
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FullTree (-SP), significantly hurts performance
(p<0.05). We then compare our tree-structured
LSTM-RNN (SPTree) with the Child-Sum tree-
structured LSTM-RNN on the shortest path of Tai
et al. (2015). Child-Sum performs worse than our
SPTree model, but not with as big of a decrease
as above. This may be because the difference in
the models appears only on nodes that have multi-
ple children and all the nodes except for the least
common node have one child.

We finally show results with two counterparts
of sequence-based LSTM-RNNs using the short-
est path (last two rows in Table 3). SPSeq is a bidi-
rectional LSTM-RNN on the shortest path. The
LSTM unit receives input from the sequence layer
concatenated with embeddings for the surround-
ing dependency types and directions. We concate-
nate the outputs of the two RNNs for the relation
candidate. SPXu is our adaptation of the shortest
path LSTM-RNN proposed by Xu et al. (2015b)
to match our sequence-layer based model.11 This
has two LSTM-RNNs for the left and right sub-
paths of the shortest path. We first calculate the
max pooling of the LSTM units for each of these
two RNNs, and then concatenate the outputs of the
pooling for the relation candidate. The compar-
ison with these sequence-based LSTM-RNNs in-
dicates that a tree-structured LSTM-RNN is com-
parable to sequence-based ones in representing
shortest paths.

Overall, the performance comparison of the
LSTM-RNN structures in Table 3 show that for
end-to-end relation extraction, selecting the ap-
propriate tree structure representation of the input
(i.e., the shortest path) is more important than the
choice of the LSTM-RNN structure on that input
(i.e., sequential versus tree-based).

4.4 Relation Classification Analysis Results
To thoroughly analyze the relation classification
part alone, e.g., comparing different LSTM struc-
tures, architecture components such as hidden lay-
ers and input information, and classification task
settings, we use the SemEval-2010 Task 8. This
dataset, often used to evaluate NN models for rela-
tion classification, annotates only relation-related
nominals (unlike ACE datasets), so we can focus
cleanly on the relation classification part.

11This is different from the original one in that we use the
sequence layer and we concatenate the embeddings for the in-
put, while the original one prepared individual LSTM-RNNs
for different inputs and concatenated their outputs.

Settings Macro-F1
No External Knowledge Resources

Our Model (SPTree) 0.844
dos Santos et al. (2015) 0.841
Xu et al. (2015a) 0.840

+WordNet
Our Model (SPTree + WordNet) 0.855
Xu et al. (2015a) 0.856
Xu et al. (2015b) 0.837

Table 4: Comparison with state-of-the-art models
on SemEval-2010 Task 8 test-set.

Settings Macro-F1
SPTree 0.851

SubTree 0.839

FullTree 0.829⇤
SubTree (-SP) 0.840

FullTree (-SP) 0.828⇤
Child-Sum 0.838

SPSeq 0.844

SPXu 0.847

Table 5: Comparison of LSTM-RNN structures on
SemEval-2010 Task 8 development set.

We first report official test set results in Ta-
ble 4. Our novel LSTM-RNN model is compara-
ble to both the state-of-the-art CNN-based models
on this task with or without external sources, i.e.,
WordNet, unlike the previous best LSTM-RNN
model (Xu et al., 2015b).12

Next, we compare different LSTM-RNN struc-
tures in Table 5. As for the three input de-
pendency structures (SPTree, SubTree, FullTree),
FullTree performs significantly worse than other
structures regardless of whether or not we dis-
tinguish the nodes in the shortest paths from the
other nodes, which hints that the information out-
side of the shortest path significantly hurts the per-
formance (p<0.05). We also compare our tree-
structured LSTM-RNN (SPTree) with sequence-
based LSTM-RNNs (SPSeq and SPXu) and tree-
structured LSTM-RNNs (Child-Sum). All these
LSTM-RNNs perform slightly worse than our SP-

12When incorporating WordNet information into our
model, we prepared embeddings for WordNet hypernyms ex-
tracted by SuperSenseTagger (Ciaramita and Altun, 2006)
and concatenated the embeddings to the input vector (the con-
catenation of word and POS embeddings) of the sequence
LSTM. We tuned the dimension of the WordNet embeddings
and set it to 15 using the development dataset.



Joint Entity and Relation Extraction 

• This paper build a globally optimized neural model for end-to-
end relation extraction, proposing novel LSTM features in order 
to better learn context representation. In addition, this paper 
present a novel method to integrate syntactic information to 
facilitate global learning, yet requiring little background on 
syntactic grammars thus being easy to extend

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.



• Our Contributions

• Beam Search with Global Learning

• Novel Syntactic Features
• Without any background on syntactic grammars

Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.

Joint Entity and Relation Extraction 
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Joint Entity and Relation Extraction 

• Baseline 
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segment representation
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Joint Entity and Relation Extraction 

• Baseline 
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Joint Entity and Relation Extraction 

• Baseline 
• Classification

• Greedy Search

• Objective
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• Beam Search

Joint Entity and Relation Extraction 



Beam Search

Local:  classification   

Global:  beam search       

Joint Entity and Relation Extraction 

• Beam Search



Zhang, Meishan, et al. "End-to-End Neural Relation Extraction with Global Optimization." EMNLP, 2017.

Joint Entity and Relation Extraction 

• Comparative Experiments(ACE05 dataset，development 
dataset)
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Joint Entity and Relation Extraction 

• Syntactic Features
• Why not dependency path?

• many paths caused dynamic outputting entities
• requiring background on dependency grammar    
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Joint Entity and Relation Extraction 

• Syntactic Features
• Encoder-Decoder Framework

• Encoder : Sentence Representation
• Usually Bi-LSTM(multi-layer)

• Decoder : Parsing Decoding
• Transition-based, Graph-based or other
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Joint Entity and Relation Extraction 

• Syntactic Features
• Encoder-Decoder Framework

• Encoder : Sentence Representation
• Usually Bi-LSTM(multi-layer)

• Decoder : Parsing Decoding
• Transition-based, Graph-based or other

Simply	dumping	and	build	lstms
based	on	the	output!



6	features	à 10	features 12	features	à 22	features

• Syntactic Features

Joint Entity and Relation Extraction 
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Joint Entity and Relation Extraction 

• Syntactic Features
• Comparative Experiments(ACE05 dataset，development dataset)
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Joint Entity and Relation Extraction 

• Final Results
• Comparative Experiments(test dataset)
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Joint Entity and Relation Extraction 

• Analysis 
• Global Learning
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Joint Entity and Relation Extraction 

• Analysis 
• Syntactic Feature (Relation)
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Joint Word	Segmentation,	POS	tagging	and	
Dependency	Parsing	
• Feed-forward NN model
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Joint Word	Segmentation,	POS	tagging	and	
Dependency	Parsing	
• The bi-LSTM model
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Joint Word	Segmentation,	POS	tagging	and	
Dependency	Parsing	
• The	SegTag+Dep model

Model Seg POS

Hatori+12 SegTag 97.66 93.61
Hatori+12 SegTag(d) 98.18 94.08
Hatori+12 SegTagDep 97.73 94.46
Hatori+12 SegTagDep(d) 98.26 94.64
M. Zhang+14 EAG 97.76 94.36
Y. Zhang+15 98.04 94.47

SegTag(g) 98.41 94.84
SegTag 98.60 94.76

Table 5: Joint segmentation and POS tagging
scores. Both scores are in F-measure. In Ha-
tori et al. (2012), (d) denotes the use of dictio-
naries. (g) denotes greedy trained models. All
scores for previous models are taken from Hatori
et al. (2012), Zhang et al. (2014) and Zhang et al.
(2015).

3.2 Results

3.2.1 Joint Segmentation and POS Tagging

First, we evaluate the joint segmentation and POS
tagging model (SegTag). Table 5 compares the
performance of segmentation and POS tagging us-
ing the CTB-5 dataset. We train two modles: a
greedy-trained model and a model trained with
beams of size 4. We compare our model to three
previous approaches: Hatori et al. (2012), Zhang
et al. (2014) and Zhang et al. (2015). Our SegTag
joint model is superior to these previous models,
including Hatori et al. (2012)’s model with rich
dictionary information, in terms of both segmen-
tation and POS tagging accuracy.

3.2.2 Joint Segmentation, POS Tagging and
Dependency Parsing

Table 6 presents the results of our full joint model.
We employ the greedy trained full joint model
SegTagDep(g) and the beam decoding model Seg-
TagDep. All scores for the existing models in this
table are taken from Zhang et al. (2014). Though
our model surpasses the previous best end-to-end
joint models in terms of segmentation and POS
tagging, the dependency score is slightly lower
than the previous models. The greedy model
SegTagDep(g) achieves slightly lower scores than
beam models, although this model works consid-
erably fast because it does not use beam decoding.

Model Seg POS Dep

Hatori+12 97.75 94.33 81.56
M. Zhang+14 EAG 97.76 94.36 81.70

SegTagDep(g) 98.24 94.49 80.15
SegTagDep 98.37 94.83 81.42

Table 6: Joint Segmentation, POS Tagging and
Dependency Parsing. Hatori et al. (2012)’s CTB-5
scores are reported in Zhang et al. (2014). EAG in
Zhang et al. (2014) denotes the arc-eager model.
(g) denotes greedy trained models.

Model Seg POS Dep

Hatori+12 97.75 94.33 81.56
M. Zhang+14 STD 97.67 94.28 81.63
M. Zhang+14 EAG 97.76 94.36 81.70
Y. Zhang+15 98.04 94.47 82.01

SegTagDep(g) 98.24 94.49 80.15
SegTagDep 98.37 94.83‡ 81.42‡

SegTag+Dep 98.60‡ 94.76‡ 82.60‡

Table 7: The SegTag+Dep model. Note that the
model of Zhang et al. (2015) requires other base
parsers. ‡ denotes that the improvement is statisti-
cally siginificant at p < 0.01 compared with Seg-
TagDep(g) using paired t-test.

3.2.3 Pipeline of Our Joint SegTag and Dep
Model

We use our joint SegTag model for the pipeline
input of the Dep model (SegTag+Dep). Both Seg-
Tag and Dep models are trained and tested by the
beam cost function with beams of size 4. Table
7 presents the results. Our SegTag+Dep model
performs best in terms of the dependency and
word segmentation. The SegTag+Dep model is
better than the full joint model. This is because
most segmentation errors of these models occur
around named entities. Hatori et al. (2012)’s align-
ment step assumes the intra-word dependencies in
words, while named entities do not always have
them. For example, SegTag+Dep model treats
named entity “w[K”, a company name, as one
word, while the SegTagDep model divides this to
“w” (sea) and “[K”, where “[K” could be
used for foreigner’s name. For such words, Seg-
TagDep prefers SH because AP has size-2 step
of the character appending and intra-word depen-
dency resolution, which does not exist for named
entities. This problem could be solved by adding
a special transition AP_named_entity which
is similar to AP but with size-1 step and used
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Joint Word	Segmentation,	POS	tagging	and	
Dependency	Parsing	
• Bi-LSTM	feature	extraction	model	

Model Seg POS Dep

Hatori+12 97.75 94.33 81.56
M. Zhang+14 EAG 97.76 94.36 81.70
SegTagDep (g) 98.24 94.49 80.15

Bi-LSTM 4feat.(g) 97.72 93.12 79.03
Bi-LSTM 8feat.(g) 97.70 93.37 79.38

Table 11: Bi-LSTM feature extraction model.
“4feat.” and “8feat.” denote the use of four and
eight features.

base parsers. In neural joint models, Zheng et al.
(2013) propose a neural network-based Chinese
word segmentation model based on tag inferences.
They extend their models for joint segmentation
and POS tagging. Zhu et al. (2015) propose the
re-ranking system of parsing results with recursive
convolutional neural network.

5 Conclusion

We propose the joint parsing models by the feed-
forward and bi-LSTM neural networks. Both of
them use the character string embeddings. The
character string embeddings help to capture the
similarities of incomplete tokens. We also ex-
plore the neural network with few features using
n-gram bi-LSTMs. Our SegTagDep joint model
achieves better scores of Chinese word segmenta-
tion and POS tagging than previous joint models,
and our SegTag and Dep pipeline model achieves
state-of-the-art score of dependency parsing. The
bi-LSTM models reduce the cost of feature engi-
neering.
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Other instances of multitask learning

• Cross-Lingual
• Cross-Standard



Cross-Lingual

• Motivation
• Singlish is one of the major creole languages and has been 

increasingly used in written forms on web media.
• Little NLP research has been focused on the creoles and poor

performance on Singlish using English POS taggers and dependency 
parsers.

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.



Cross-Lingual

• Singlish Dependency Treebank
• Lexical Differences: Extensive vocabularies borrowed from major

local languages including Malay, Tamil, and Chinese dialects such as 
Hokkien, Cantonese and Teochew.

• Grammatical Variations: 5 syntactical constructions. Topic
Prominence (1-3) ; Copula Deletion (4) ; NP Deletion (5) ; Inversion (6) ;
Discourse Particles (3,7)

• Universal Dependencies: Cross-lingual consistency that facilitates
transfer-learning for multilingual parsers.

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

UD English Singlish
Sentences Words Sentences Words

Train 12,543 204,586 900 8,221
Dev 2,002 25,148 150 1,384
Test 2,077 25,096 150 1,381

Table 1: Division of training, development, and
test sets for Singlish Treebank

System Accuracy
ENG-on-SIN 81.39%
Base-ICE-SIN 78.35%
Stack-ICE-SIN 89.50%

Table 2: POS tagging accuracies

0.1 Investigating Distributed Lexical

Characteristics

Sentences Words Vocabulary
GloVe6B N.A. 6000m 400,000
Giga100M 57,000 1.26m 54,554
ICE-SIN 87,084 1.26m 40,532

Table 3: Comparison of the scale of sources for
training word embeddings
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Figure 1: Unique Singlish grammars. (Arcs rep-
resent dependencies, pointing from the head to
the dependent, with the dependency relation label
right on top of the arc)

Trained on System UAS LAS
English ENG-on-SIN 75.89 65.62

Baseline 75.98 66.55
Singlish Base-Giga100M 77.67 67.23

Base-GloVe6B 78.18 68.51
Base-ICE-SIN 79.29 69.27

Both ENG-plus-SIN 82.43 75.64
Stack-ICE-SIN 84.47 77.76

Table 4: Dependency parser performances

System UAS LAS
Base-ICE-SIN 77.00 66.69
Stack-ICE-SIN 82.43 73.96

Table 5: Dependency parser performances by the
5-cross-fold validation



Cross-Lingual

• Knowledge Transfer using Neural Stacking
• English basic syntax : state-of-the-art neural dependency parser with

biaffine attentions (Dozat and Manning, 2017)
• Singlish specific syntax: stacked neural layers capturing unique

syntactical constructions (Chen et al., 2016)

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Knowledge Transfer using Neural Stacking

Singlish dependency 
parser trained with small 

Singlish treebank

English syntactic and 
semantic knowledge learnt 

from large treebank 

Singlish sentences

Singlish dependency trees



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Neural Stacking Parser with Biaffine Attentions
• Distributed lexical semantics encoded in pre-trained word embeddings

trained on English and Singlish respectively
• Feature level neural stacking by concatenations of word embedding

with last bi-LSTM layer from the base model



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Neural Stacking Parser with Biaffine Attentions

…

…

…

…

…

…

…

ℎ𝑚
𝑖

ℎ𝑚
𝑖

ℎ1
𝑖

ℎ1
𝑖

ℎ𝑚
𝑗

ℎ𝑚
𝑗

ℎ1
𝑗

ℎ1
𝑗

MLPd MLPh MLPd MLPh

English Parser Bi-LSTM

xi

ℎ𝑚
𝑖

ℎ𝑚
𝑖

xi

…

MLPd MLPh MLPd MLPh

…

…

…

…

…

…

…

…

Singlish Parser output layer

+ +… …

…… …
xj

ℎ𝑚
𝑗

ℎ𝑚
𝑗

+ +

……

xj
…… …

Output
layer

Input
layer

Feature
layer

Base English Parser



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Significant improvement using neural stacking over the
state-of-the-art dependency parser (Dozat and Manning, 2017) 
trained on English, Singlish and their combination.

UD English Singlish
Sentences Words Sentences Words

Train 12,543 204,586 900 8,221
Dev 2,002 25,148 150 1,384
Test 2,077 25,096 150 1,381

Table 1: Division of training, development, and
test sets for Singlish Treebank

System Accuracy
ENG-on-SIN 81.39%
Base-ICE-SIN 78.35%
Stack-ICE-SIN 89.50%

Table 2: POS tagging accuracies

0.1 Investigating Distributed Lexical

Characteristics

Sentences Words Vocabulary
GloVe6B N.A. 6000m 400,000
Giga100M 57,000 1.26m 54,554
ICE-SIN 87,084 1.26m 40,532

Table 3: Comparison of the scale of sources for
training word embeddings
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Figure 1: Unique Singlish grammars. (Arcs rep-
resent dependencies, pointing from the head to
the dependent, with the dependency relation label
right on top of the arc)

Trained on System UAS LAS
English ENG-on-SIN 75.89 65.62

Baseline 75.98 66.55
Singlish Base-Giga100M 77.67 67.23

Base-GloVe6B 78.18 68.51
Base-ICE-SIN 79.29 69.27

Both ENG-plus-SIN 82.43 75.64
Stack-ICE-SIN 84.47 77.76

Table 4: Dependency parser performances

System UAS LAS
Base-ICE-SIN 77.00 66.69
Stack-ICE-SIN 82.43 73.96

Table 5: Dependency parser performances by the
5-cross-fold validation



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Consistent improvements over all grammar types by
successful incorporation of English knowledge.

Topic Prominence Copula Deletion NP Deletion Discourse Particles Others
Sentences 15 19 21 51 67

UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS
ENG-on-SIN 78.15 62.96 66.91 56.83 72.57 64.00 70.00 59.00 78.92 68.47
Base-Giga100M 77.78 68.52 71.94 61.15 76.57 69.14 85.25 77.25 73.13 60.63
Base-ICE 81.48 72.22 74.82 63.31 80.00 73.71 85.25 77.75 75.56 64.37
Stack-ICE 87.04 76.85 77.70 71.22 80.00 75.43 88.50 83.75 84.14 76.49

Table 6: Error analysis with respect to grammar types



Cross-Lingual

Wang, Hongmin, et al. "Universal Dependencies Parsing for Colloquial Singaporean English." Proceedings of the 
55th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, 
2017.

• Contributions
• Annotation of a Singlish dependency treebank of 10,986 words using

Universal Dependencies and POS tags.
• Application of neural stacking for knowledge transfer to enhance POS

tagging and dependency parsing for Singlish.



Cross-Standard

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.

• This paper empirically investigate heterogeneous annotations 
using neural network models, building a neural network 
counterpart to discrete stacking and multi-view learning, 
respectively, finding that neural models have their unique 
advantages thanks to the freedom from manual feature 
engineering.

• CTB standard
• PD standard



Cross-Standard

Chen, Hongshen, Yue Zhang, and Qun Liu. "Neural Network for Heterogeneous Annotations." EMNLP. 2016.

• Neural Stacking and Neural multi-view Model 


