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𝑓 𝒄𝒂𝒕 =

The index of “cat” in 

the vocabulary

a.k.a the 1-hot

word vector
word embedding 

vector in the 

semantic space

Deerwester, Dumais, Furnas, Landauer, 

Harshman, "Indexing by latent 

semantic analysis," JASIS 1990

cat

kitty

spring

summer

seattle
denver
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Mikolov, Yih,  Zweig, “Linguistic 

Regularities in Continuous Space 

Word Representations,” NAACL 

2013

Word Embedding

cat

chases

is

…
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W

U

Word embedding

𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 = 𝑈𝑇𝜎(𝑊 𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5 + 𝑏)
Scoring: 

Training:

𝐽 = max 0, 1 + 𝑆− − 𝑆+

Where 

𝑆+ = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5

𝑆− = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤
−, 𝑤4, 𝑤5

And

< 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 > is a valid 5-gram

< 𝑤1, 𝑤2, 𝑤
−, 𝑤4, 𝑤5 > is a “negative sample” constructed

by replacing the word 𝑤3 with a random word 𝑤−

Collobert, Weston, Bottou, Karlen, 

Kavukcuoglu, Kuksa, “Natural Language 

Processing (Almost) from Scratch,” JMLR 

2011

Update the model until 𝑆+ > 1 + 𝑆−

e.g., a negative example: “cat chills X a mat”
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The CBOW architecture (a) on the left, and the Skip-gram architecture (b) on the right. 

[Mikolov et al., 2013 ICLR].

Continuous Bag-of-Words
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Plotting 3K words in 2D
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Plotting 3K words in 2D
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Plotting 3K words in 2D



• Word embedding taken from recurrent neural network 
language model (RNN-LM) [Mikolov+ 2011]

king

queen

man

woman
𝜃

• Relational similarity is derived by the cosine score
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a man is reading the new york times

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

Raw text, e.g., a 

sequence of words

each non-linear layer gradually 

extracts deeper invariance

Abstract representation

in the semantic space
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Tasks Source Target

Web search search query web documents

Ad selection search query ad keywords

Contextual entity ranking mention (highlighted) entities

Online recommendation doc in reading interesting things / other docs

Machine translation phrases in language S phrases in language T

Knowledge-base 

construction

entity entity 

Question answering pattern | mention relation | entity

Personalized

recommendation

user app, movie, etc.

Image search query image

Image captioning image text

…
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a man is reading the new york times

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

he semantic meaning of texts –
to be learned – is latent 
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Deep Structured Semantic Model/Deep 
Semantic Similarity Model (DSSM)

project the whole sentence to a continuous 
semantic space – e.g., Sentence to Vector.

The DSSM is built upon characters (rather 
than words) for scalability and generalizability 

The DSSM is trained by optimizing an 
similarity-driven objective

Deep Structured Semantic Model

Huang, He, Gao, Deng, Acero, Heck, “Learning deep structured semantic models for web 
search using clickthrough data,” CIKM, October, 2013
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18

• -> #cat# 

• Tri-characters: #-c-a, c-a-t, a-t-#.

• |Voc| (500K)  |Char-trigram| (30K)

Vocabulary 
size

Unique letter-tg
observed in voc

Number of 
Collisions

40K 10306 2   (0.005%)
500K 30621 22 (0.004%)

What if different words have the same 

word hashing code (collision)?
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dim = 100M

dim=500

dim = 50K

Bag-of-words vector

embedding vector

word embedding 

matrix: 500 × 100𝑀

dim = 100M

dim=500

Bag-of-words vector

embedding vector

Char-trigram embedding 

matrix: 500 × 50𝐾

Word hashing using

char-trigram

𝑊

𝑈

𝑉

Could go up to extremely large

𝑊 → 𝑈 × 𝑉

Preferable for large scale NL tasks

▪ Arbitrary size of vocabulary (scalability)

▪ Misspellings, word fragments, new words, etc. (generalizability) 



s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

Initialization:

Neural networks are initialized with random weights

DSSM: a similarity-driven Sent2Vec model

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4

Char-trigram 

embedding matrix

Char-trigram encoding

matrix (fixed)

[Huang, He, Gao, Deng, Acero, Heck, “Learning DSSM for web search using clickthrough data,” CIKM, 2013]



s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Char-trigram 

embedding matrix

Char-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

DSSM: a similarity-driven Sent2Vec model

Compute 

gradients
ൗ𝜕

𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕+ )

σ𝒕′={𝒕+,𝒕−}𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕′ )
𝜕W

cos(𝑣𝑠, 𝑣𝑡+) cos(𝑣𝑠, 𝑣𝑡−)

Compute Cosine similarity between semantic vectors 

Training:

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4

[Huang, He, Gao, Deng, Acero, Heck, “Learning DSSM for web search using clickthrough data,” CIKM, 2013]



s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Char-trigram 

embedding matrix

Char-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔

DSSM: a similarity-driven Sent2Vec model
Runtime:

𝒗𝒕𝟏 𝒗𝒕𝟐

similar apart

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4

[Huang, He, Gao, Deng, Acero, Heck, “Learning DSSM for web search using clickthrough data,” CIKM, 2013]



23Microsoft Research Xiaodong He

𝑃𝜃 𝑑+ 𝑞 =
exp 𝛾 𝑐𝑜𝑠 𝑣𝛉(𝑞), 𝑣𝛉(𝑑

+)

σ𝑑∈𝑫 exp 𝛾 𝑐𝑜𝑠 𝑣𝛉(𝑞), 𝑣𝛉(𝑑)
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Model local context at the convolutional layer

Model global context at the pooling layer

Gao, Pantel, 
Gamon, He, Deng, Shen, EMNLP2014], 

Strong performance on many NLP tasks
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– What does the model learn at the 

convolutional layer?

Capture the local context dependent word sense

• Learn one embedding vector for each local context-

dependent word

car body shop cosine 

similarity

car body kits 0.698

auto body repair 0.578

auto body parts 0.555

wave body language 0.301

calculate body fat 0.220

forcefield body armour 0.165

The similarity between different “body” within contexts

high 

similarity

low

similarity

wave body language

car body kits

auto body part

auto body repair

car body shop

forcefield body armour

calculate body fat

semantic space

auto    body  repair …

ℎ𝑡 = 𝑊𝑐 × [𝑓𝑡−1, 𝑓𝑡, 𝑓𝑡+1]
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global 
intent

𝑣 𝑖 = max
𝑡=1,…,𝑇

ℎ𝑡(𝑖)

auto body repair cost calculator software

Words that win the most active neurons at the max-

pooling layers:

Usually, those are salient words containing clear intents/topics

𝑖 = 1,… , 300

ℎ1

𝑣

ℎ2 ℎ𝑇
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• Training Dataset
• Mine semantically-similar text pairs from Search Logs, e.g., 30 Million (Query, 

Document) Click Pairs

how to deal with stuffy 

nose?
stuffy nose treatment

cold home remedies

QUERY (Q) Clicked Doc Title (T)

how to deal with stuffy nose best home remedies for cold and flu

stuffy nose treatment best home remedies for cold and flu

cold home remedies best home remedies for cold and flu

… … … …

go israel forums goisrael community

skate at wholesale at pr wholesale skates southeastern skate supply

breastfeeding nursing blister 

baby clogged milk ducts babycenter
[Gao, He, Nie, 

CIKM2010] 
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• Testing Dataset
• 12,071 English queries 

• around 65 web document associated to each query in average

• Human gives each <query, doc> pair the label, with range 0 to 4

• 0: Bad 1: Fair 2: Good 3: Perfect 4: Excellent

• Evaluation Metric: (higher the better)
• NDCG

• Using NVidia GPU K40 for training
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BM25 ULM PLSA BLTM WTM DSSM CDSSM

NDCG@1 30.5 30.4 30.5 31.6 31.5 32.7 34.8

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

NDCG@1 Results

Lexical Matching Models

Topic Models

Click-Through based 
Translation Models

Deep Semantic Model

Convolutional Deep 
Semantic Model
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264 224170 231

free online car body shop repair estimates

132 186294 209

auto body repair cost calculator software

264 224170 231132 186294 209 Most active neurons at 

the max-pooling layers of 

the query and document 

nets, respectively



31Microsoft Research Xiaodong He

88 1690 35

calcium supplements and vitamin d discussion stop sarcoidosis

102 9466 79

what happens if our body absorbs excessive amount vitamin d

88 1690 35102 9466 79
Most active neurons at 

the max-pooling layers of 

the query and document 

nets, respectively

sarcoidosis is a disease, a symptom is excessive amount of calcium in one's urine and blood. So medicines 

that increase the absorbing of calcium should be avoid. While Vitamin d is closely associated to calcium 

absorbing. 

We observed that “sarcoidosis” in the document title and “absorbs” “excessive” and “vitamin (d)” in the query 

have high activations at neurons 90, 66, 79, indicating that the model knows that “sarcoidosis“ share similar 

semantic meaning with “absorbs” “excessive” “vitamin (d)”, collectively.
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• Encode the word one by one in the recurrent hidden layer

• The hidden layer at the last word codes the semantics of the full sentence

• Model is trained by a cosine similarity driven objective
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[Hochreiter and J. Schmidhuber, 1997]
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[Sutskever, Vinyals, Le, 2014. Sequence to Sequence Learning with Neural Networks]

vs.

Source sentence

Source sentence Target sentence

Target sentence
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context <-> word

words context higher cosine

dim = 600K

d=300

dim = 600K

d=300

similar

s: “w(t-2) w(t-1) w(t+1) w(t+2)” t: “w(t)”

d=500

[Song, He, Gao, Deng, 2014]

• Training Condition:
• 600K vocabulary size

• 1B words from Wikipedia 

• 300-dimentional vector

You shall know a word by 

the company it keeps 

(J. R. Firth 1957: 11)
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Model Dim Size Accuracy

Avg.(sem+syn)

SG 300 1B 61.0%

CBOW 300 1.6B 36.1%

vLBL 300 1.5B 60.0%

ivLBL 300 1.5B 64.0%

GloVe 300 1.6B 70.3%

DSSM 300 1B 71.9%

(i)vLBL from (Mnih et al., 2013); skip-gram (SG) and CBOW from (Mikolov et al., 2013a,b); 

GloVe from (Pennington+, 2014)

The dataset contains 19,544 word analogy questions:
Semantic questions, e.g.,: “Athens is to Greece as Berlin is to ?” 

Syntactic questions, e.g.,: “dance is to dancing as fly is to ?” 
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Key phrase

Context
Entity page 

(e.g., wiki doc)

Gao, Pantel, Gamon, He, Deng, Shen, “Modeling interestingness 
with deep neural networks.” EMNLP2014

Given a user-highlighted text span representing an entity of 

interest, recommend supplementary document for the entity
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ray of 

light

Ray of Light (Experiment)

Ray of Light (Song)

The Einstein Theory of Relativity
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𝐻 𝑃′

…

I spent a lot of time finding music that was motivating and 

that I'd also want to listen to through my phone. I could 

find none. None! I wound up downloading three Metallica 

songs, a Judas Priest song and one from Bush.
…

http://runningmoron.blogspot.in/

• (anchor text of 𝐻 & surrounding words, text in 𝑃′)

http://en.wikipedia.org/wiki/Bush_(band)

http://judaspriest.com/
http://en.wikipedia.org/wiki/Bush_(band)
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source

target 
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• DSSM: bag-of-words input

• Conv. DSSM: convolutional DSSM

0.041

0.215 0.223 0.259

0.062

0.253

0.699 0.711

0

0.2

0.4

0.6

0.8

BM25 BLTM DSSM Conv. DSSM

NDCG@1 AUC
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[Ali Mamdouh Elkahky , Yang Song , Xiaodong He, "A Multi-View Deep Learning Approach for Cross 

Domain User Modeling in Recommendation Systems," in WWW 2015]
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[Sutskever, Vinyals, Le, 2014. Sequence to Sequence 

Learning with Neural Networks]

Quoc Le, Tomas Mikolov, Distributed Representations 

of Sentences and Documents, in  ICML 2014

[Socher, Lin, Ng, Manning, “Parsing natural scenes and 

natural language with recursive neural networks”, 2011]

Recursive NN (ReNN)

[Smolensky and Legendre: The Harmonic Mind, From

Neural Computation to Optimality-Theoretic Grammar,

MIT Press, 2006]

Tensor product representation (TPR)

Tree representation

[Tai, Socher, Manning. 2015. Improved Semantic

Representations From Tree-Structured LSTM Networks.]

Tree-structured LSTM Network

Tree structure LSTM

[Kalchbrenner, Grefenstette, Blunsom, A Convolutional 

Neural Network for Modelling Sentences, ACL2014]
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• Captures world knowledge by storing properties of millions of 
entities, as well as relations among them
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• Information Extraction

• “Hathaway was born in Brooklyn, New York.”

𝑏𝑜𝑟𝑛𝐼𝑛(𝐻𝑎𝑡ℎ𝑎𝑤𝑎𝑦, 𝐵𝑟𝑜𝑜𝑘𝑙𝑦𝑛)

𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠(𝑁𝑒𝑤 𝑌𝑜𝑟𝑘, 𝐵𝑟𝑜𝑜𝑘𝑙𝑦𝑛)

• Web Search

• Identify entities and relationships in queries

KB
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𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦(𝑁𝑎𝑡𝑎𝑠ℎ𝑎 𝑂𝑏𝑎𝑚𝑎, ? )

𝐵𝑜𝑟𝑛𝐼𝑛𝐶𝑖𝑡𝑦 𝑎, 𝑏 ∧ 𝐶𝑖𝑡𝑦𝐼𝑛𝐶𝑜𝑢𝑛𝑡𝑟𝑦 𝑏, 𝑐 ⇒ 𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦(𝑎, 𝑐)

• Knowledge base embedding
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Nicole Kidman Nationality   Australia
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Relation

representation

Scoring Function

𝑆𝑟 𝑎, 𝑏
# Parameters

Vector (TransE)
(Bordes+ 2013)

| 𝑎 − 𝑏 + 𝑉𝑟 |1,2 𝑂(𝑛𝑟 × 𝑘)

Matrix (Bilinear)
(Bordes+ 2012, 

Collobert & Weston 2008)

𝑎𝑇𝑀𝑟𝑏
𝑢𝑇𝑓( 𝑀𝑟1𝑎 +𝑀𝑟2𝑏)

𝑂(𝑛𝑟× 𝑘2)

Tensor (NTN)
(Socher+ 2013)

𝑢𝑇𝑓(𝑎𝑇𝑇𝑟𝑏+ 𝑀𝑟1𝑎 +𝑀𝑟2𝑏) 𝑂(𝑛𝑟 × 𝑘2 × 𝑑)

Diagonal Matrix

(Bilinear-Diag) 
(Yang+ 2015)

𝑎𝑇𝑑𝑖𝑎𝑔 𝑀𝑟 𝑏 𝑂(𝑛𝑟 × 𝑘)
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Barack Obama

Honolulu

United States

𝐶𝑖𝑡𝑦𝐼𝑛𝐶𝑜𝑢𝑛𝑡𝑟𝑦
𝐵𝑜𝑟𝑛𝐼𝑛𝐶𝑖𝑡𝑦

𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦
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Barack Obama

Honolulu

United States

𝐶𝑖𝑡𝑦𝐼𝑛𝐶𝑜𝑢𝑛𝑡𝑟𝑦
𝐵𝑜𝑟𝑛𝐼𝑛𝐶𝑖𝑡𝑦

𝑁𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦
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Knowledge 

Base
𝜆𝑥. sister_of(justin_bieber, 𝑥)

Who is Justin Bieber’s sister?

sibling_of(justin_bieber, x) ∧ gender(x, female)

semantic parsing

query
matching

Jazmyn Bieber
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• Lots of ways to ask the same question

• Need to map them to the predicate defined in KB
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When were DVD players invented?

Q

P M

when were M invented dvd players

be-invent-in DVD-PLAYER 1993

Question

(in natural language)

C-DSSM match in the 

relation space

C-DSSM match in the 

entity space

R(E1, E2) Ans=1993

……

𝑃𝑟𝑜𝑏(𝑅|𝑃) 𝑃𝑟𝑜𝑏(𝐸1|𝑀)

Decoding the best answer:

𝐴𝑛𝑠∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐴𝑛𝑠𝑃 𝐴𝑛𝑠 𝐾𝐵, 𝑄

𝑃 𝐴𝑛𝑠 𝐾𝐵, 𝑄 =෍

𝑆𝑃

𝑃(𝐴𝑛𝑠, 𝑆𝑃|𝐾𝐵, 𝑄)

≈ max
𝑆𝑃,𝑇𝑟𝑖𝑝𝑙𝑒

𝑃(𝐴𝑛𝑠|𝑆𝑃,𝐾𝐵, 𝑄)𝑃 𝑆𝑃 𝑄

≈ max
𝑆𝑃,𝑇𝑟𝑖𝑝𝑙𝑒

𝑃𝑟𝑜𝑏(𝑅|𝑃) × 𝑃𝑟𝑜𝑏(𝐸1|𝑀)

Knowledge Triple

(in logical form)

DSSM in question answering

Yih, He, Meek, “Semantic parsing for single-relation question answering,” ACL 2014
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• 1.8M (question, single-relation queries)

be−invent−in dvd−player

be−invent−in2

st−patrick−day
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be−speak−in english hong−kong
be−predominant−language−in

cantonese hong−kong

be−highest−mountain−in ararat turkey
be−mountain−in ararat armenia

• Same test questions in the Paralex dataset
• 698 questions from 37 clusters
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0.7

0.75

0.8

0.85

0.9

0.95

1

0 0.1 0.2 0.3 0.4

P
re

ci
si

o
n

Recall

Paralex

DSSM
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• What character did Natalie Portman play in Star Wars? Padme Amidala

• What kind of money to take to Bahamas? Bahamian dollar

• What currency do you use in Costa Rica? Costa Rican colon

• What did Obama study in school? political science

• What do Michelle Obama do for a living? writer, lawyer

• What killed Sammy Davis Jr? throat cancer

[Examples from Berant]

http://nlp.stanford.edu/joberant/homepage_files/talks/facebook_jun14.pdf
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grows

Family Guy cast

Meg Griffinargmin

xytopic entity inferential chain

constraints

[Yih, Chang, He, Gao, “Semantic Parsing via Staged Query Graph Generation: Question Answering with Knowledge Base,” ACL 2015]
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Family Guy
s1

Meg Griffin
s2

ϕ 
s0

Family Guy
s1

Family Guy cast actor xy
s3

Family Guy writer start xy
s4

Family Guy genre x
s5
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Family Guy cast actor xy

Family Guy cast actor xy

Meg Griffin

Family Guy xy

Meg Griffinargmin

s3

s6

s7
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Family Guy
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David Golub, Xiaodong He, Character-Level Question Answering with Attention, in EMNLP 2016



Microsoft Research Xiaodong He

[David Golub, Xiaodong He, Character-Level Question Answering with Attention, in EMNLP 2016]



https://youtu.be/R2mC-NUAmMk

微软 Seeing AI:

计算机帮助盲人“看见”世界，并和世界交流

https://youtu.be/R2mC-NUAmMk
http://www.baidu.com/link?url=eVKhvS0lcuPL7AJdG5Tcbf0hyiSRcwTcUDDjiFzo5AWK51eNRbwANlFWNXtHaTqk&wd=&eqid=a0ad91ac0000922300000004599b329c




Microsoft Research Xiaodong He



Barack Obama is an American politician 

serving as the 44th President of the 

United States. Born in Honolulu, Hawaii. 

In 2008, he defeated Republican nominee 

and was inaugurated as president on 

January 20, 2009.
(Wikipedia.org) 

Multimodal Intelligence: process language, vision, 
and knowledge jointly

Text

Vision

Knowledge

http://s122.photobucket.com/user/bmeuppls/media/stampede.jpg.

html 
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Reached human parity on ImageNet in 2015

Human performance 

is about 5% error rate

pre 2012, most models 

are based on linear 

classifiers

After 2012, most models are based on 

deep learning algorithms

MSR (ResNet, 152 layers)

Toronto (AlexNet, 7 layers)

XRCE (SVM based, 1 

layer)

[Fei-Fei Li +]
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[Lin, et al., 2014]

E.g., describe the 
scene with natural 
language

1. Understanding the image’s 
content

2. Reasoning relationships 
among objects & concepts

3. Generate a story in natural 
language

However, true understanding of the world is 
much more challenging



CACM January 2016 (Vol. 59,No. 1)

“With careful training, these things (object 
recognition) actually work very well,” Rob 
Fergus says

“The complete level, on par with an adult, I 
think is going to be a long way off,” said Fei-Fei 
Li

“If you really understood the image, you could 
answer a question about it.” - Richard Zemel

“The overall picture should have the same 
semantic value as the description,” Xiaodong 
He says

Problems in Vision & Language Intelligence



Microsoft Research Xiaodong He

a man holding a tennis racquet 
on a tennis court

the man is on the tennis court 
playing a game

Image Captioning
describe objects, attributes, and relationship in an image, in a 

natural language form



Adopted encoder-decoder framework from 
machine translation, Popular: Google, Montreal, 
Stanford, Berkeley

Visual concept detection => caption candidates generation => 
Deep semantic ranking

Compositional framework can potentially exploit non paired image-

caption data more effectively
[Fang, Gupta, Iandola, Srivastava, Deng, Dollar, Gao, 

He, Mitchell, Platt, Zitnick, Zweig, “From Captions to 

Visual Concepts and Back,” CVPR, June 2015]

[Vinyals, Toshev, Bengio, Erhan, "Show and Tell: A Neural 

Image Caption Generator,“ CVPR, June 2015]



Vinyals, Toshev, Bengio, Erhan, "Show and Tell: A Neural Image Caption Generator", CVPR 2015
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• Word detection
•

• Language model generates 
caption candidates
•

• Deep multi-modal semantic 
model re-ranking
•

[Fang, Gupta, Iandola, Srivastava, Deng, Dollar, Gao, He, Mitchell, Platt, 

Zitnick, Zweig, “From Captions to Visual Concepts and Back,” CVPR, 2015]
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sitting
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cabinets

wooden
kitchen

sink cabinets Beam search to generate 500 candidates
floor

room

stove
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The multimodal deep structured 
semantic model 

common semantic 
space.

Image feature

H1

H2

H3

W1

W2

W3

W4

Input s

H3

Text: a man holding a tennis 

racquet on a tennis court

H1

H2

H3

W1

W2

W3

Input t1

H3
W4

Raw Image pixels

Convolution/pooling

Fully connected

[He, Gao, Deng et al., 2013, 2014, 2015]



•

[Guo, Zhang, Hu, He, Gao, 
2016]

[Tran, He, Zhang, Sun, Carapcea, Thrasher, Buehler, Sienkiewicz, 

Rich Image Captioning in the Wild, DeepVision, CVPR 2016]



Turing Test etc. at the MS COCO Image Captioning Challenge 2015

COCO Image Captioning Challenge

Official 

Rank

%  of  captions 

that pass the 

Turing Test

%  of  captions 

that are better or 

equal to human’s

MSR 1st 32.2% 26.8%

Google 1st 31.7% 27.3%

MSR Captivator    3rd 30.1% 25.0%

Montreal/Toronto 3rd 27.2% 26.2%

Berkeley LRCN 5th 26.8% 24.6%

Other groups: Baidu/UCLA, Stanford, Tsinghua, etc.

MSR won the 1st prize, 

tied with Google.

Human -- 67.5% 63.8%
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a baseball player throwing a ball

Attention heatmap provides grounded evidence for 

interpretation

a baseball player throwing a ball
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a baseball player throwing a ball

Attention heatmap provides grounded evidence for 

interpretation

a baseball player throwing a ball
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a baseball player throwing a ball

Attention heatmap provides grounded evidence for 

interpretation

a baseball player throwing a ball
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a baseball player throwing a ball

Attention heatmap provides grounded evidence for 

interpretation

a baseball player throwing a ball
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a man sitting in a couch with a dog

Attention heatmap provides grounded evidence for 

interpretation

a man sitting in a couch with a dog
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a man sitting in a couch with a dog

Attention heatmap provides grounded evidence for 

interpretation

a man sitting in a couch with a dog
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a man sitting in a couch with a dog

Attention heatmap provides grounded evidence for 

interpretation

a man sitting in a couch with a dog
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a man sitting in a couch with a dog

Attention heatmap provides grounded evidence for 

interpretation

a man sitting in a couch with a dog



One year ago Now

Recent Trend: Interpretability & Semantic Control
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Semantic Compositional Networks

A very wide Model (as wide as 1000 LSTM slices)
• Conceptually, learn 1000 LSTMs, one for each semantic attributes.

• Combine these 1000 LSTMs, weighted by attributes’ likelihood.

• Run tensor decomposition to reduce # parameters to fit in GPU

Attr 5
Attr 4

Attr 3
Attr 2

Attr 1

Attr 1000
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Recent Trend: Style Control in Captioning
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Disentangle specific styles from generic linguistic 
structure
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Recognizing:        outdoor, woman, grass

Captioning:          a woman wearing a blue shirt.

Commenting:       gorgeous and beautiful as an angel！

Recognizing:        indoor, dog, woman

Captioning:          a woman and a dog posing for the camera.

Commenting:       awww so cute, I mean the dog 

Recognizing:        tattoo, foot

Captioning:          a tattoo on display.

Commenting:      fabulous 
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http://CaptionBot.ai

http://captionbot.ai/
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CaptionBot
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Help people in the real world

http://www.microsoft.com/en-us/seeing-ai/ 
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[Stacked Attention Networks, 

Yang, He, Gao, Deng, Smola, 

CVPR 2016]
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Big improvement DAQUAR
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Q: what stands between two blue lounge chairs on an empty beach?

1st attention layer 2nd attention layer

Answer: umbrella
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A new view to the attention mechanism in deep learning 
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Adopt similar terminology to humans’ attention 

system:

• attention mechanisms driven by non visual or 

task-specific context as ‘top-down’ 

• purely visual feed-forward attention 

mechanisms as ‘bottom-up’.
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[1] Tips and Tricks for Visual Question Answering: 

Learnings from the 2017 Challenge, arXiv:1708.02711

[2] Bottom-Up and Top-Down Attention for Image 

Captioning and Visual Question Answering, 

arXiv:1707.07998
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Image Synthesis with GAN

[Reed et al., Generative adversarial text-to-image synthesis, ICML, 2016]
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This bird has wings that are black and has a white belly.

This bird has wings that are red and has a yellow belly

This bird has wings that are blue and has a red belly
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a herd of elephants standing next to a man

a herd of elephants standing next to Obama

Obama is chased by his Republican competitors ☺

Republican 
Party

Obama the president from Democratic party

whose competitor is Republican party

mascot is Elephant

Who is that person?

Why these elephants are chasing him?

Draw me a picture showing Obama are fighting with Republican competitors ☺
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Universal Chatbot, Digital Assistant, Mixed Reality, …

Q: what are sitting in the 

basket on a bicycle?

A: dogs.

This bird is red with white and 

has a very short beak
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