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Outline

e Graph Structures in NLP

* Two major models for representing graphs

* Solving problems using graph encoding

& A K F WESTLAKE UNIVERSITY



Outline

e Graph Structures in NLP

& A K F WESTLAKE UNIVERSITY



Graphical Structures in NP

Abstract Meaning

Representation want-01
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Graphical Structures in NP
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Graphical Structures in NP

Dependency trees and discourse relations between sentences
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' NEXTSENT
I

All patients were treated with and showed a partial response.

ADET/ XPA AMOD
SUBIJPAS EP_WIT D
T CONJ_AND

ROO

& A K F WESTLAKE UNIVERSITY



Graphical Structures in NP
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Graphical Structures in NP

Knowledge
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Graphical Structures in NP
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The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10.
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Graphical Structures in NP

Entity and co-reference link

Same
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Graphical Structures in NP
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Graphical Structures in NP

Sentence
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Graphical Structures in NP

ADVCL

DET PREP_OF

PREP_ON

PREP pEp
N Y
The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10.
| NEXTSENT
All patients were treated with and showed a partial response.
DET XPA
WWT EP_WIT w
ROOT CONJ_AND
coref same CJ.S. Government C Rudy_Giulian )
: coref  window A belong_to A
window
belong_to ) collaborate_with
The Hanging Mumbai  They Arablan Mumbai It India collaborate_with
Gardens _
(Barack_Obama John_McCain )
|<— Passage 1 —»I |<— Passage 2 —>|
endorsed_by
born_in live in collaborate_with
Yy Y

Iove H NI_P ( Hawaii locate_in u.s. fve_in HiIIary_CIinton)

& A K F WESTLAKE UNIVERSITY




Graphical Structures in NP
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Graphical problems in NLP
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Graph neural network (GNN)
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Graphical problems in NLP

Soiig et al,, ACL 2018 Song et al:; EMNLP 2 18 BaSt'“gs etal, -EMNLP 2017
Song et al.,"FACL 2019 ZhH et al.,-ACL 2019 Marchegggam et al NA‘;’_WCL 2018
Dlng et al ACL 20]J9 G”Q gt alm LACL 2Q19 in 16 patients, \\hbiﬂl'c uy ‘ point m lvt on 1:17:1 was linéd in 10,

Marcheggiani: and Ivan lTltOV)uEMN LP 2017

Tu et<al.; ACL 2019

Graph neural network (GNN)

Song et al.;’/Arxiv-preprint 2018 Damonte and Cohen, NAACL 2019

Cao et al., NAACL 2019

Xiao et al., NAACL 2019 Qian et al., NAACL 2019

Koncel-Kedziorski et al., NAACL 2019
Zhang et al., ACL 2018
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Outline

* Three major models for representing graphs
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For certain vertex
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Message passing

»
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GNNs

Update

3
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Comparing GRN with other GNNs

GRN (ACL 2018) GCN (EMNLP 2017) GAT (ICLR 2018)
t _ t—1
Message | m; = Z h! a = a(hf_l,hf_l)
calculation: (N,
State h]t’ C]? ht (Wmt + b) ht = O'(z aWh?—l)
=0 . - i
update: = LSTM(m¢, [h]’-:_lcf_l]) J 7 ! [EN;
State both h and ¢ only h only h
memory:

GRN: Linfeng song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation. ACL 2018.
GCN: Joost Basting, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
GAT: Peter Velickovic, Guillem Cucurull et al., Graph Attention Networks, ICLR 2018.
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Comparing GRN with other GNNs

GRN (ACL 2018) GCN (EMNLP 2017) GAT (ICLR 2018)
t _ t—1
Message | m; = Z h! a = a(h¢_1,hf_1)
calculation: = J
State h]t’ C]? ht (Wmt + b) ht = O'(z aWh?—l)
=0 . - i
update: = LSTM(m¢, [h]’-:_lcf_l]) J 7 ! [EN;
State both h and ¢ only h only h
memory:

Numerous variations in the representation of edges, vertexes, and graph information propagation

GRN: Linfeng song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation. ACL 2018.
GCN: Joost Basting, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
GAT: Peter Velickovic, Guillem Cucurull et al., Graph Attention Networks, ICLR 2018.
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* Solving problems using graph encoding
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Solving problems using graph encoding

 Neural Machine Translation
* Text Generation

* (Question Answering

* |nformation Extraction

* Sentiment

e Social Classification

* Syntactic Parsing
 Semantic Role Labeling

* Word Embedding
 Sentence Representation
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Solving problems using graph encoding

e Neural Machine Translation
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Syntax-aware Neural Machine Translation

_det  nsubj vv“""q()bjae-t | The goal is to provide the encoder with

* access to rich syntactic information but
let it decide which aspects of syntax
are beneficial for NMT, because rigid

Figure 1: A dependency tree for the example sen- constraints on the syntactic typically
tence: “The monkey eats a banana.” hurt MT.

The monkey eats a banana

Joost Bastings, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
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Syntactic GCNs
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hFHY) = Re LU Z W R p k) g k)

Syntactic GCN layer

k+1) _ (k: (k)
h{Y) = ReLU Z W P+ 0000
ueN (v

ORI ()

Handle over- L(uw) = Vdir(uw)

parameterized

Joost Bastings, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
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Syntax-aware Neural Machine Translation

h ] ] I ] Syntactic GCN layer
LW W 1 1 B (k) (k)
hyt*™V = ReLU ( > Wiiawhtt +bL<u,v>>
ueN (v)
[ T I T I T I T I T I T I T A 2-layer syntactic GCN on top
PAD*  The  monkey  eats . pnana  pap+  Of @ convolutional encoder.

Joost Bastings, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
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Experiments

Kendall BLEU; BLEU4

BoW 0.3352 40.6 9.5
+ GCN 0.3520 44.9 12.2
CNN 0.3601 42.8 12.6
+ GCN 0.3777 44.7 13.7
BiRNN 0.3984 45.2 14.9
+ GCN 0.4089 47.5 16.1
BiRNN (full)  0.5440 53.0 23.3
+ GCN 0.5555 54.6 23.9

Joost Bastings, Ivan Titov et al., Graph Convolutional Encoders for Syntax-aware Neural Machine Translation, EMNLP 2017.
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Exploiting Semantics in NMT with GCNs

AO AZ\‘ \‘

John gave@beautiful wife a nice present

Diego Marchenggiani, Joost Basting, Ivan Titov, Exploiting Semantics in Neural Machine Translation with
Graph neural networks, NAACL 2018.
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Exploiting Semantics in NMT with GCNs

A0 AZ\‘ \‘

John gave@beautiful wife a nice present

Fill the gap by considering semantic structures in NMT.

Sematic roles can be beneficial to “argument switching”.

Diego Marchenggiani, Joost Basting, Ivan Titov, Exploiting Semantics in Neural Machine Translation with
Graph neural networks, NAACL 2018.
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Exploiting Semantics in NMT with GCNs

Semantic

GCN

Semantic
GCN

BiRNN/
Lane disputed those estimates CNN f . .
N ~ oo John gave his wonderful wife a nice present
i i (k+1) _ (k) 3 (k) , (k) (k) _ (k)
Similar gating  p/( = ReLU Wty + 0560 WL(um = Vdir(u,v)

ueN (v)
Diego Marchenggiani, Joost Basting, Ivan Titov, Exploiting Semantics in Neural Machine Translation with
Graph neural networks, NAACL 2018.
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Experiments

BiRNN CNN

Baseline (Bastings et al., 2017) 149 12.6
+Sem 156 134
+Syn (Bastings et al., 2017) 16.1 13.7
+Syn + Sem 15.8 14.3

Test BLEU, En-De, News commentary

Diego Marchenggiani, Joost Basting, Ivan Titov, Exploiting Semantics in Neural Machine Translation with
Graph neural networks, NAACL 2018.
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Experiments

BiRNN

Baseline (Bastings et al., 2017) 23.3
+Sem 24.5
+Syn (Bastings et al., 2017) 23.9
+Syn + Sem 249

Test BLEU, En-De, full WMT16

Diego Marchenggiani, Joost Basting, Ivan Titov, Exploiting Semantics in Neural Machine Translation with

Graph neural networks, NAACL 2018.
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Semantic NMT using AMR

give-01
‘ARG2 ‘ARG1

Al
AO A2 \
\‘ :ARGO person @

John gave his beautiful wife a nice present

ARGO-of -mod

‘ARG1
have-rel-rol-91 @

John ‘ARG2

‘m
wife ->

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Abstract meaning representation (AMR)

describe-01
. :ARG2
PN

person

=) Ryan’s description of himself: a genius

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Encoding AMRs with GRN

80

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.

& K A WESTLAKE UNIVERSITY




Baseline: attention-based seqg2sed

mochte gehen

b

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Model: Dual2seqg

mdchte gehen

*

e — 511

GRN-based graph encoder

80
8r-1
.I

________________________

Time .
sequential encoder

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Experiments

* Benchmark (EN-DE):
* Training: News commentary v11 (241K), full WMT 16 (4.5M)
* Dev/Test: newstest2013/newstest2016

* Preprocessing:
* Tokenization by Moses tokenizer
* Training sentences with length > 50 are filtered
 AMRs (JAMR), dependency trees (CoreNLP), semantic roles (IBM SIRE)

e Report cased BLEU (primary metric), Meteor and TER{,

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Main results

System NC-v11l Full WMT 16
BLEU(%) BLEU(%)

OpenNMT-tf 15.1 24.3
Seg2seq 16.0 23.7
Marcheggiani et al. (Dep) 16.1 23.9
Marcheggiani et al. (SRL) 15.6 24.5
Marcheggiani et al. (both) 15.8 24.9
Dual2seqg-LinAMR 17.3 24.0
Duel2seq-SRL 17.2 23.8
Dual2seqg-Dep 17.8 25.0
Dual2seq 19.2 | .3 255 |13

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Main results

System NC-v11l Full WMT 16
BLEU(%) BLEU(%)
OpenNMT-tf 15.1 24.3
Seg2seq 16.0 23.7
Marcheggiani et al. (Dep) 16.1 23.9
Marcheggiani et al. (SRL) 15.6 24.5
Marcheggiani et al. (both) 15.8 24.9
Dual2seqg-LinAMR 17.3 24.0
Duel2seq-SRL 17.2 23.8
Dual2seqg-Dep 17.8 25.0
Dual2seq 19.2 25.5

Linfeng Song, Daniel Gildea, Yue Zhang, Semantic Neural Machine Translation using AMR, TACL 2019.
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Solving problems using graph encoding

e Text Generation
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AMR-to Text Generation

describe-01
 AMR: Abstraction meaning representation

» Differ from SRL, the task is challenging as word
tenses and function words are abstracted away
when constructing AMR graphs.

Linfeng Song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation, ACL 2018.
Daniel Beck, Gholamreza Haffari ey al., Graph-to-sequence learning using gated graph neural networks, ACL 2018.

& K A WESTLAKE UNIVERSITY



Graph to sequence model

80

811

Same to above Graph state LSTM model

Encoding AMRs with GRN

Linfeng Song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation, ACL 2018.
Daniel Beck, Gholamreza Haffari ey al., Graph-to-sequence learning using gated graph neural networks, ACL 2018.
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Experiments

Model BLEU | Time
Seq2seq 18.8 | 35.4s
Seq2seq+copy 19.9 | 37.4s
Seq2seq+charLSTM+copy r_2(_)_6_1| 39.7s 2 times
Graph2seq 120.4{_1] 11.2s
Graph2seqg+copy 22.2| | 11.1s
Graph2seq+Anon 22.1 9.2s
Graph2seq+charLSTM+copy | [22.8| | 16.3s

AMR corpus(LDC2015E86)

Linfeng Song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation, ACL 2018.
Daniel Beck, Gholamreza Haffari ey al., Graph-to-sequence learning using gated graph neural networks, ACL 2018.
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Experiments
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Dev BLEU scores against transition steps for the graph encoder.

Linfeng Song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation, ACL 2018.
Daniel Beck, Gholamreza Haffari ey al., Graph-to-sequence learning using gated graph neural networks, ACL 2018.
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Experiments
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Percentage of Dev AMRs with different diameters.

Linfeng Song, Yue Zhang et al., A Graph-to-Sequence Model for AMR-to-Text Generation, ACL 2018.
Daniel Beck, Gholamreza Haffari ey al., Graph-to-sequence learning using gated graph neural networks, ACL 2018.

& A K F WESTLAKE UNIVERSITY



Structural Neural Encoders for AMR-to-text

(a)

:instrument

This paper investigated the different
encoders between:
* Sequence (b)

eat-01 :arg0 he :argl pizza :instr. finger :part-of he
* Tree

e Graph “

part-of

NN TNC N/Y
eat-01 :arg0 he :argl pizza :instr. finger :part-of he

AN
Y N

eat-01 :arg0 he :argl pizza :instr. finger :part-of he

Damonte and Cohen, Structural Neural Encoders for AMR-to-text Generation, NAACL 2019.
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Structural Neural Encoders for AMR-to-text

(1)

T T T T ‘instrument
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r1 x9 T Tn

. ] S SN
1
1
N N
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Damonte and Cohen, Structural Neural Encoders for AMR-to-text Generation, NAACL 2019.

& A K F WESTLAKE UNIVERSITY




Structural Neural Encoders for AMR-to-text

Input Model BLEU Meteor
Seq SEQ 21.40  22.00

SEQTREELSTM  21.84 22.34
TREELSTMSEQ  22.26 22.87

Tree TREELSTM 22.07 22.57
SEQGCN 21.84 22.21
GCNSEQ 23.62  23.77
GCN 15.83 17.76
SEQGCN 22.06 22.18

Graph GCNSEQ 2395  24.00
GCN 15.94 17.76

Damonte and Cohen, Structural Neural Encoders for AMR-to-text Generation, NAACL 2019.
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Structural Neural Encoders for AMR-to-text

Input Model BLEU Meteor <« Evaluation script: https://github.com/sinantie/NeuralAmr
Seq SEQ 21.40 22.00

SEQTREELSTM  21.84 22.34
TREELSTMSEQ  22.26 22.87

Tree TREELSTM 22.07 22.57
SEQGCN 21.84 22.21
GCNSEQ 23.62  23.77
GCN 15.83 17.76
SEQGCN 22.06 22.18

Graph GCNSEQ 2395  24.00
GCN 15.94 17.76

Damonte and Cohen, Structural Neural Encoders for AMR-to-text Generation, NAACL 2019.
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Title
Ji’ lnqu? PRyt T R mx R = B, R

Have you seen the movie intitled as “*the most hilar-
0

Comment Generation

rHT TPTVAKEE R 1, FER N SF IRt
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LR, W RS T

Click on the “IPTV4K ultra HD” to subsulbe. fan-

 The news articles can be very long while the

tltle IS can be too ShOrt to provide SUfﬁCient tastic contents are waiting for you to share. The
battle in “Avengers: Infinity War™ has spread the
info rmation. flames of war throughout the universe ... As the
. . continuation Marvel movie to “Avengers 37, the hi-
 The title of the news sometimes uses larious and warm “Ant-Man and the Wasp™ is no
. . doubt a good dose to heal the fans of Marvel at the
hyperbolic expressions. time. ... Fans of the Marvel who have watched
: : “Avengers 37 all have a doubt about where Ant-
* Users fOCUS on dlffe rent aSpeCtS (tOpICS) Of Man is when all other Avengers have been involved
the news. in the infinity war.
Comment
RNEEL RSN R TNONSPA T

Am | the only one lhal thinks the helmet similar to
the helmet of Ant-Man?

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Coherent Commer
Articles with a Gra

t Generation for Chinese

oh-to-Sequence Model
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Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Graph Construction

* Do NER and Extract the keywords of the

article as the topics, most of them are
NERs.

Title: Have you seen
the movie intitled as
“the most hilarious

Marvel movie?
. Click on the "IPTV4K

57
witra HD" to subscribe. Grav} ~- -"
55 fantastic contents are ] (’1') ! // % P

2-" Building N , | 7 S~ A7 _
waiting for you to share . ' ~ - B == -
s :_—_'\’ s 7N \_

3 N N LT

’ N / S

S4 / D - // \

/ \l \i\.’\ \

5 ' }\ T ‘
\ i /

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Graph Construction

* Do NER and Extract the keywords of the
T —— . article as the topics, most of them are
NERSs.

the movie intitled as
“the most hilarious

Marvel movie?
. Click on the "IPTV4K

S 1
pltra " to subscribe. ! -——— \ . .
el O L T \/” * Associate each sentence to its
. Building / 7N _’
waiting for you to share . © N P - -~ S~od-- ’ .
et m— T TP \ 2 corresponding keywords.
3 AT T T~ Vi \ — =
< \ 77\ S
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Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Graph Construction

* Do NER and Extract the keywords of the
article as the topics, most of them are
NERs.

Title: Have you seen
the movie intitled as
“the most hilarious

Marvel movie?

. Click on the “IPTV4K
57,

witra HD" to subscribe.
. fantastic contents are
S 2. f

e Associate each sentence to its
corresponding keywords.

Graph
Building

waiting for you to share . '
53
S4
S5
S6

* Sentences that do mot contain any of
the keywords.

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Graph Construction

Do NER and Extract the keywords of the
article as the topics, most of them are
NERs.

Title: Have you seen
the movie intitled as
“the most hilarious

Marvel movie?
57 Click on the "IPTV4K
witra HD" to subscribe.

Associate each sentence to its

. ) Graph
S‘z{ifanras'n.c conre:rs.are B,”'][h}')”g )
R corresponding keywords.
3
S4
S5 .
S, Sentences that do mot contain any of

the keywords.

Use the number of shared sentences as
edge weight.

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Graph Encoder
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Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Decoder

h
\
\
N | like Ant-Mn
\\\
N T
NN . . .
N RN Decoder: RNN with attention mechanism.
"~ WAt —>  Decoder
h, -7 ///
///
h /

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Experiments

Document and comment number Length of content, title,
of Entertainment and Sport. comment and keyword.
Topic document # | comment # average word # | average character #
Entertainment | 116,138 287,889 Ent | Sport | Ent Sport
Sport 90,979 378.677 content | 456.1 | 506.6 | 754.0 858.7
title 164 | 157 | 28.1 274
comment | 16.3 19.4 26.2 31.2
keyword | 8.4 9.0 - -

Dataset : https://pan.baidu.com/s/1b5zAe7qqUBmuHz6nTU95UAG.
Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Experiments

Entertainment dataset

Models Coherence | Informativeness | Fluency | Total

seq2seq-T (Qin et al., 2018) 5.38 3.70 8.22 5.77
seq2seq-C (Qin et al., 2018) 4.87 3.72 8.53 5.71
seq2seq-TC (Qin et al., 2018) 3.28 4.02 8.68 5.33
self-attention-B (Chen et al., 2018) 6.72 5.05 8.27 6.68
self-attention-K (Chen et al., 2018) 6.62 4.73 8.28 6.54
hierarchical-attention (Yang et al., 2016) 1.38 2.97 8.65 4.33
graph2seq (proposed) 8.23 5.27 8.08 7.19

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Experiments

Sport dataset

Models Coherence | Informativeness | Fluency | Total

seq2seq-T (Qin et al., 2018) 4.30 4.38 6.27 4.98
seq2seq-C (Qin et al., 2018) 3.88 3.85 6.02 4.58
seq2seq-TC (Qin et al., 2018) 4.70 5.08 6.37 5.38
self-attention-B (Chen et al., 2018) 5.15 5.62 6.28 5.68
self-attention-K (Chen et al., 2018) 6.68 5.83 7.00 6.50
hierarchical-attention (Yang et al., 2016) 443 5.05 6.02 5.17
graph2seq (proposed) 7.97 6.18 6.37 6.84

Coherent Comment Generation for Chinese Articles with a Graph-to-Sequence Model, Wei Li, et al., ACL2019
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Solving problems using graph encoding

* (Question Answering
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Multi-hop reading comprehension

Q: (The Hanging Gardens, country, ?)
Candidates: {Iran, India, Pakistan, Somalia, ...}

The Hanging Gardens, in [Mumbai], also known as Pherozeshah
Mehta Gardens, are terraced gardens ... [They] provide sunset
views over [the Arabian Sea] ...

[Mumbai] (also known as Bombay, the official name until 1995) is
the capital city of the Indian state of Maharashtra. [It] is the most
populous city in [India] ...

[The Arabian Sea] is a region of the northern Indian Ocean
bounded on the north by [Pakistan] and [Iran], on the west by
northeastern [Somalia] and the Arabian Peninsula ...

& K A WESTLAKE UNIVERSITY



Multi-hop reading comprehension

Relevant evidence:

Q: (The Hanging Gardens, country, ?)

Candidates: {Iran, IndiW
The Hanging Gardens, in [Mumbai], also known as Pherozeshah
Mehta Gardens, are terraced gardens ... [They] provide sunset

views over [the Arabian Sea] ...

[Mumbai] (also known as Bombay, the official nameyrﬁl 1995) is
the capital city of the Indian state of Maharashtra. [It] is the most
populous city in [India] ...

[The Arabian Sea] is a region of the northern Indian Ocean
bounded on the north by [Pakistan] and [Iran], on the west by
northeastern [Somalia] and the Arabian Peninsula ...

| | = —The Hanging Gardens are in Mumbai.

. /Mumbai is the most populous city in India.

S

Irrelevant evidence:

* The Hanging Gardens provide sunset views
over the Arabian Sea.

 The Arabian Sea is bounded by Pakistan,
Iran and Somalia.

WESTLAKE UNIVERSITY



Multi-hop reading comprehension

(1) Structure creation

(2) Evidence integration

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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Coref-DAG vs Evidence graph
N N

The Hanging | Mumbai  They Arabian Mumbai It India
Gardens Sea

|< Passage 1 >| |<— Passage 2 —>|

Coreference DAG

same

coref
WlndOW coref window
window

The Hanging | Mumbai  They Arablan Mumbai India
Gardens Sea

|< Passage 1 >| |<— Passage 2 —>|

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
Bhuwan DhiNeural Models for Reasoning over Multiple Mentions using Coreference (Dhingra et al., NAACL 2018)

& K A WESTLAKE UNIVERSITY
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Graph recurrent network (GRN)

gt
* GRN follows an iterative message passing process for
updating each node state.

* Within each iteration, it takes two main steps:
* Message calculation

/m7 * Node state update

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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Calculating match H B

|

matching results gr I
Graph
stepT

: \
. matchmg results g4 I : I I 0
orap m Matching results
step ! combination

Yo
creation N A

{ matching results baseline \

Mention representations Question
of the Local baseline representation

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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Experiments

» WikiHop (http://gangaroo.cs.ucl.ac.uk/)
e 51K instances: 44K (training), 5K (dev), 2.5K (hold-out test)

* Eachinstanceis: ([p1,p2 ...0.1,9,C, a)

* Mentions are generated from automatic NER and coreference
resolution, by Stanford CoreNLP

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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DEV experiment on message passing step (T)

63

62.5

Accuracy
(@)
e N
ul N

(0))
[N

Local baseline
60.5

60

o
=

2 3 4
Transition steps

—GRN

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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Main Comparison (accuracy)

Model Dev Test
GA w/ GRU (Dhingra et al., 2018) 54.9 --
GA w/ Coref-GRU (Dhingra et al., 2018) 56.0 59.3
Local 61.0 --
Local-2L 61.3 --
Coref-LSTM 61.4 --
Coref-GRN 61.4 --
Fully-Connect-GRN 61.3 --
MHQA-GRN 628 65.4

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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Distance between question and answer

Hm All edges m Only coref

100
80
Q
o] 0]
8 60
o
% 40
(0]
0 B 1 .
1 3 4 >4 Infinity
Distance

Linfeng song, Zhiguo Wang et al., Exploring Graph-structured Passage Representation for Multi-hop Reading
Comprehension with Graph Neural Networks, arXiv 2018.
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BAG: Bi-directional Attention Entity Graph

........................................................................................... . SR

Contribution 1 ~ Contribution 1

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional 2(5) Output
: : attention layer layer

construction Edges . Nodes feature
"""" g“h"‘f- ~ ~N
: .| ELMo
S:{Sb "',SN} — Linear H
Documents M E PN Network L-layer:
1] [GCN -
. Nodes | NER N
‘_{CI:' "')CZ} - R Query_
Candidates POS Relation- VT
o | Graph feature) . aware PR 2-Layer 3
: i a
- nodes nodes | RS =
: ” l forward =
; l Network S
Query feature
=G 1sqM1 7
Query

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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BAG: Bi-directional Attention Entity Graph

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional (3) Output
construction Ef.lg.e.f Nodes feature attention layer layer
‘‘‘‘‘ f. TeA N
H ELMo
S={S1, SN} —> Linear
Documents STl Network L-layer
: | GCN
C=(Cpy e Cpl —> Nodes NER —_—
I »“Z
Candidates POS Relation- Qufery-
L Graph feature) / aware aware - g (:;u
nodes . nodes Feed- =
" forward 2
Network §

Query feature

9=491--->9m
Query

L Query feature)

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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Entity Graph Construction using Entity-GCN

(1) Entity graph

construction
_ " [ Same color, same entit Co-reference

S_{Sb "')SN}—> Y
Documents

—_—

Nodes

_C‘={C13 '"’CZ} —
Candidates
Co-occurrence in same doc.
4=q1---9m > Another connection mentions
Query that exactly match

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering, NAACL 2019.
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BAG: Bi-directional Attention Entity Graph

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional (3) Output
construction Edges Nodes feature attention layer layer
‘‘‘‘‘ f. TeA N
; ELMo
S={Sp, 2SN} — Linear
Documents STl Network L-layer
) [ GCN
C=(Cpy e Cpl —> Nodes NER _—
I »»“~Z
Candidates POS Relation- Qufery-
L Graph feature) / aware aware - g (:;u
nodes _ nodes Feed- =
" forward 2
Network §

Query feature

9=491--->9m
Query

L Query feature)

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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I\/Iu|t|—|eve| features

......................................................................................

Contribution 1

(2) Multi-level feature ELMo: represent tokens

Edges :

e — — GLoVe: represent contextual-level features
.(‘ SeA N . . H

| Mo (B NER & POS : represent semantic properties
]-> Linear

GLoVe- BNEAIISS

es | NER

For documents

POS —Graph feature)

For queries

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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BAG: Bi-directional Attention Entity Graph

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional (3) Output
construction Ef.lg.e.f Nodes feature attention layer layer
‘‘‘‘‘ f. TeA N
H ELMo
S={S1, SN} —> Linear
Documents STl Network L-layer
: | GCN
C=(Cpy e Cpl —> Nodes NER —_—
I »“Z
Candidates POS Relation- Qufery-
L Graph feature) / aware aware - g (:;u
nodes . nodes Feed- =
" forward 2
Network §

Query feature

9=491--->9m
Query

L Query feature)

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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GCN layer using R-GCN
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Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering, NAACL 2019.
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BAG: Bi-directional Attention Entity Graph

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional (3) Output
construction Ef.lg.e.f Nodes feature attention layer layer
‘‘‘‘‘ f. TeA N
H ELMo
S={S1, SN} —> Linear
Documents STl Network L-layer
: | GCN
C=(Cpy e Cpl —> Nodes NER —_—
I »“Z
Candidates POS Relation- Qufery-
L Graph feature) / aware aware - g (:;u
nodes . nodes Feed- =
" forward 2
Network §

Query feature

9=491--->9m
Query

L Query feature)

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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Bi-directional attention layer

............................................................................

Contribution 2

Attention -- aggregation
(4) Bi-directional .. ] . .
Node features | Attention layer Tradition attention: weighted sum of one variable
ha Bi-directional attention or co-attention:
- on two variables
- integrate both as key

| NN

Relation- Query- - weighted sum of each variable
nodes nodes

Query featuresg‘f__>

fq

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering, NAACL 2019.
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BAG: Bi-directional Attention Entity Graph

(1) Entity graph (2) Multi-level feature (3) GCN layer (4) Bi-directional (3) Output
construction Ef.lg.e.f Nodes feature attention layer layer
‘‘‘‘‘ f. TeA N
H ELMo
S={S1, SN} —> Linear
Documents STl Network L-layer
: | GCN
C=(Cpy e Cpl —> Nodes NER —_—
I »“Z
Candidates POS Relation- Qufery-
L Graph feature) / aware aware - g (:;u
nodes . nodes Feed- =
" forward 2
Network §

Query feature

9=491--->9m
Query

L Query feature)

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop

Reasoning Question Answering, NAACL 2019.
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Experiments

Unmasked Masked
Models T T
dev test | test dev | test
FastQA 27.2% - 38.5 | 38.0° | 48.3
BiDAF 49.7* 45.2 | 59.8% | 57.5

Coref-GRUT | 56.0* | 59.3 | 57.2 - -
MHQA-GRN*¥ | 62.8% | 654 | - -
Entity-GCN 64.8* | 67.6 | 63.1 | 70.5* | 68.1
BAG 66.5 | 69.0 | 65.7 | 70.9 | 68.9

WikiHop (http://gangaroo.cs.ucl.ac.uk/)
Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering, NAACL 2019.
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Ablation Experiments of BAG model

Models Unmasked
Without Attention 63.1
Using Single Attention 64.5
Without GCN 63.3
Without edge type 63.9
Without NER, POS 66.0

+Without ELMo 60.5
Full Model 66.5

Yu Cao, Meng Fang et al., BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering, NAACL 2019.
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Query: record_label

Support doc 1: Mason Durell Betha (born August 27,
1977), better known by stage name Mase (formerly often
stylized MaS$e or MASE), is an American hip hop record-
ing artist and minister. He 1s best known for being signed
to Sean “Diddy” Combs’s label Bad Boy Records. ...

Support doc 2: “C was the only single re-
leased from Mase’s second album, Double Up. It was
released on May 25, 1999, produced by Sean “Puffy”
Combs, Teddy Riley and Andreao “Fanatic” Heard and
featured R&B group, Blackstreet, it contains a sample of
“A Night to Remember”, performed by Shalamar. ...

Support doc 3: Bad Boy Entertainment (also known as
Bad Boy Records) is an American record label founded
in 1993 by Sean Combs. ...

Candidates: bad boy records, record label, rock music,

Answer: bad boy records

Multi-hop Reading Comprehension by
Reasoning over Heterogeneous Graphs

Heterogeneous Document-Entity (HDE)
graph.

Feature integration over
- Candidates

- Entities

- Documents

Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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| Final scores |
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Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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| Final scores |
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Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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Reasoning with HDE graph

Documents Entities
1. candidate appear in the document. /
the entity is extracted from the document. 1

2.
3. the entity is a mention of the candidat/
4. Entities are extracted from the same

document.

5. Entities are mentions of the same candidate
or query subject and they are extracted from

different documents.

6. all candidate nodes connect with each other. ‘ \

7. entity nodes that do not meet previous AN
conditions are connected. (ignored for good ‘

visualization)

Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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Experiments

Accuracy (%)
Dev Test

BiDAF - 42.9
Coref-GRU(Dhingra et al., 2018) | 56.0 59.3
MHQA-GRN(Song et al., 2018) | 62.8 65.4
Entity-GCN(De Cao et al., 2018) | 64.8 67.6

Single models

CFC(Zhong et al., 2019) 66.4 70.6
Kundu et al. (2018) 67.1 -

DynSAN" - 71.4
Proposed 68.1 70.9

Ensemble models

Entity-GCN(De Cao et al., 2018) | 68.5 71.2
DynSAN" - 73.8

Proposed 70.9 74.3 WikiHop

Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.
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Experiments

Accuracy (%)

Model Deov A

Full model 68.1 -
- HDE graph 65.5 2.6
- different edge types 66.7 1.4
- candidate nodes scores | 67.1 1.0
- entity nodes scores 66.6 1.5
- candidate nodes 66.2 1.9
- document nodes 67.6 0.5
- entity nodes 63.6 4.5

Ming Tu et al., Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous Graphs, ACL 2019.

WESTLAKE UNIVERSITY



Textbook Question Answering

Nucleic acid classification =~~~ " g~ "~~~ "~ 1 Questions
““““““ I |
I I nitrogen bases in dna include
W_m_;l | | a) adenine.
fo o I I b) uracil.
ol §

c) ribose.
s L= == === - d) two of the above
fuction of nucleic acid “ l ~

DNA stores genetic information in the cell‘( ehving

things. It contains the genetic code. This is the code that
instructs cells how to make proteins.
nucleotide

RNA _consists ofjusT one 'chain of nucleotides. DNA ) ;‘
costsrwochane g one s | o rehend Solve | Whatis theterm for connected|
bonds are relatively weak bonds that form between a * sugar, phosphate group and
| [Nigining Set Training Set | | protein”

r + a) hydrogen bond

Nucleotide | _ 4

A Validation Set b) deoxyribose

o.g.a_u, - | = ¢) nucleotide
I N\ S d) sugar-phosphate backbone =

Daesik Kim, Seonhoon Kim and Nojun Kwak, Textbook Question Answering with Multi-modal Context Graph
Understanding and Self-supervised Open-set Comprehension, ACL 2019.
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Textbook Question Answering

Inout Tvoe Context | Visual | Textbook
Context Part Text ° _ °
Image : o o
T
Question Part ext ° ° °
Image - : o

Daesik Kim, Seonhoon Kim and Nojun Kwak, Textbook Question Answering with Multi-modal Context Graph
Understanding and Self-supervised Open-set Comprehension, ACL 2019.
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Textbook Question Answering

800 0.86

668 0.84

600

* More complexity in data format

0.8z and length.

400
0.80

0.79 * |tis very difficult to solve
200
134 0.78 problems that have not been
studied before
0.76
SQuAD TQA SQuAD TQA
a) Average length of contexts b) Ratio of words in valset that appear

in trainset

Daesik Kim, Seonhoon Kim and Nojun Kwak, Textbook Question Answering with Multi-modal Context Graph
Understanding and Self-supervised Open-set Comprehension, ACL 2019.
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Textbook Question Answering

800 0.86

668 0.84

600 e A fusion GCN (f'GCN)

0.82

400

* A novel self-supervised open-

0.79 set comprehension (SSOC)
200
134 0.78
0.76
SQuAD TQA SQuAD TQA
a) Average length of contexts b) Ratio of words in valset that appear

in trainset

Daesik Kim, Seonhoon Kim and Nojun Kwak, Textbook Question Answering with Multi-modal Context Graph
Understanding and Self-supervised Open-set Comprehension, ACL 2019.
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Overall framework

Context Part

Question Part

a = argmax p(a|C, q; 0)

1) Diagram Graph*

* e
] BN | oegampocing | g oo > > Bl
Diagrams _ . ) .;@@@“ ¢ 4 \
; C‘ Text 2) Question m MAXFOOE 4
= (%- : GloVe+Char_emb \
__________ Question HE (= ATTENTION 25N
Text Answer k » 3) Answer k m( [CONCAT
context 1 = GloVe+Char_emb O0O00 ATTENTION pu g
context 2- ) f
o —— 4) Visual 5 k th
context 3——— Context Graph m MAX POOL
; v TF-IDF = HICICTC
,'Top-1 < Diagram Parsing Ky E
. Diagram, )
I‘ gj 5" [Dependency Tree ) 5) Textual
. i_}, . Context Graph m
context m Dependency Fitl)ter
Parsing anc¥10r
nodes
u ) ¢ Yi.. @¥n

a) Preparation step for k-th answer among n candidate b) Embedding step and Solving step

Daesik Kim, Seonhoon Kim and Nojun Kwak, Textbook Question Answering with Multi-modal Context Graph
Understanding and Self-supervised Open-set Comprehension, ACL 2019.
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Solving problems using graph encoding

* |Information Extraction

& A K F WESTLAKE UNIVERSITY



Cross-sentence N-ary Relation Extraction

ADVCL

PREP_OF

DET PREP_ON
NN PREP DpEp

NGNS PR o

The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10.
|
, NEXTSENT

All patients were treated with and showed a partial response.

ADET/ XPA AMOD,
SUBJPAS EP_WIT D
T CONJ_AND

ROO

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Previous SOTA: DAG LSTM

NSUBJ

ROOT

R DET L PRER.ON...., _-__-________.FZEiI_E_E_QE __________________ PREP_IN

The = deletion & mutation = on & ean 19 & of @ EGFR = gene = was & presented = in & 16 & patients ...

e @

(b)

Nanyun Peng, Hoifung Poon et al., Cross-sentence n-ary relation extraction with graph LSTMs, TACL 2017.
Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Overall framework

Ry ... Ry
W =
[ Relation Classifier
+ Y,
. " N
Contextual Entity concatenation
Representation (T TICTO0CT D

w) w1 w)

Word [H ... H H
Embeddings ; : ;

forlnputText H - [ H

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Code available at:

Overall framework https://github.com/freesunshine0316/nary-grn
Ry ... Ry
N/?
[ Relation Classifier
—
Contextual Entity concatenation
Representation (LTI

Word [ ...
Embeddings E E E
forlnputText —H - [ H

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Efficiency of GRN versus DAG networks

===

T steps

SISO G N SO |
@/ ' D = W W
AT~

A
v

Sentence length (denoted by N)

I'<< N
Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Experiments

e Evaluate on the corpus by Peng et al., (2017), with annotations of dependency,
discourse and entity boundaries.

e Ternary (drug, gene, mutation): 6987 instances (Avg. length: 73.9)
e Binary (drug, mutation): 6087 instances (Avg. length: 61.0)

* Message passing step T=5, as determined by a DEV experiment

e Evaluation (Peng et al., 2017):
* 5-fold validation
* Classification accuracy

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Main results

Model Precision (%)

Peng et al. (2017) 80.7

Peng et al. (2017) + Multi-task 82.0 Ternary
Bidir DAG LSTM 77.3

GRN 83.2*

Model Precision (%)

Peng et al. (2017) 76.7 .

Peng et al. (2017) + Multi-task 785 Binary
Bidir DAG LSTM 76.4

GRN 83.6*

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.

WESTLAKE UNIVERSITY



Efficiency (Ternary)

Model Train Decode
Bidir DAG LSTM  281s 27.3s
GRN 36.7s (7.7 times faster) 2.7s (10 times faster)

Average sentence length: 75

Message passing step: 5

Linfeng Song, Yue Zhang et al., N-ary Relation Extraction using Graph State LSTM, EMNLP 2018.
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Joint Type Inference on Entities and Relation

Toefting was convicted of assaulting a pair of wokers during
a night out with national squad teammates in the capital ...

PER PER

Toefting teammates capital

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.

WESTLAKE UNIVERSITY



Joint Type Inference on Entities and Relation

Four tasks: entity span =2 relation link = entity type = relation type

Entity Relation
Type Type
i Yr ¥3 L L L
ISoftmax | ISoftmax‘
o 0 O
LINC I
/0 0 H/E N
; L JIRC JIRC ) H RN
ITHRNE ILENT A 4] 4 Al A a
Span T 1 T T I | L1 |
Detection GCN
s kl A %
o |[— 1
: \ a1
Node o 2| — 1
Embeding \0\0 x
Extractor o o o Binary
e, e, e T2 T13 T3 Relation

YD
@
o Activation
— | Function &
@) Dropout
([
GCN Layer

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.

WESTLAKE UNIVERSITY



Entity span extraction

h; = biLSTM(x;; fseq) 0

P(t;|s) = Softmax(Wgpanh;)

—>
—> — O
—>| |—

Lapan = = Zlog“_“‘s) t ottt ot ottt

biLSTM

ff f f f f 11

X1 X2 X3 X4 X5 Xg X7 Xg

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.
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Node embedding

Entity Relation
Embedding || Embedding O
?
A [ ] MLP
P(b|ri;, s) = Softmax(WpinH,,) O é
O e  ——
; Z long—bmj,) t 1 f ft f (I R
b e—
o # candidate relations r;;
hz h3 h]_ hz h3 h4_ h5 h6 h7 hg
€1 €1 =)

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.
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Entity-Relation Bipartite Graph

Entity  Entity . - h Relation Relation

Types Mades Entity-Relation Grap Nodes Types

rer Toefting W (Toefting, teammates) PER-SOC-RIGHT
PER teammates " (Toefting, capital) PHYS-RIGHT
GPE capital W (teammates, capital) PHYS-RIGHT

Standard GCN

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.

WESTLAKE UNIVERSITY



Experiments

Model Entity Relation
P R F 12 R F

L&J (2014) 852 769 80.8 | 654 39.8 495
Zhang (2017) | - - 83.5 | - - o
Sun (2018) 839 832 83.6 | 649 551 59.6
M&B (2016) | 829 83.9 834 | 572 540 55.6
K&C (2017) | 84.0 81.3 82.6 | 555 51.8 53.6
NN 85.7 82.1 839 | 656 50.7 572
GCN 86.1 824 84.2 | 68.1 523 59.1

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.

WESTLAKE UNIVERSITY



Experiments

l-layer 2-layer 3-layer
F1 of Entity Span 90.4 90.5 90.7
F1 of Binary Relation | 61.5 62.9 62.8
F1 of Entity 81.6 82.1 82.2
F1 of Relation 53.8 D35 53.6

Changzhi Sun, Yeyun Gong et al., Joint Type Inference on Entities and Relation via Graph Convolutional Networks.

WESTLAKE UNIVERSITY



Graph Information Extraction

Shortage of Tree LSTM, Graph LSTM

* They can only model word level graph.

* They all use dependency trees.

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Graph Information Extraction

Text

... his father. Washington came from a prosperous family of planters ...
Jetferson was invited by Washington to serve as Secretary of State ...
He was mvolved in a wide range of duties for Washington’s request ...

Graph

... his father . Washington «<— came from a prosperous family of planters ...
\
Jefferson «— was mvited by the president to serve ag Secretary of State ...

/ —

He was involved in a wide range of duties for«— Washington «— ’s request ...

Green: local contextual info.

Red: co-referent edges
Blue: identical-mention edges

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Graph Information Extraction

Output: Tags

T

{ Decoder ] Decoder
(BiLSTM+ CRF) N B T - T - B
—— -1
[GfaphM"dme} @]r form BiLSTM-CRF
T Encoder —>| | .. —[|  —
[ Encoder (BILSTM) — || T —|] -
T @ xO O MONEOINO
Input: Text Sentence i Sentence j

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Graph Information Extraction
Word-level graph

Decoder
BIiILSTM+CRF) ' @m .F .Fl @[ .F" .,
Graph Module
Encoder
(BiLSTM) ......
x®  x® x? x xO x0)
Sentence ( Sentence j

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Graph Information Extraction

Sentence-level graph

Decoder
(BiLSTM + CRF) —»
4_
Encoder —> :
(BILSTM) < R
x®  x x{) x¥)
Sentence { Sentence j

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Experiments

Evaluation Task  Graph Type Node Edge

1. non-local consistency (identical mentions)

Textual IE word-level word 2. local sentential forward and backward

Social Media IE sentence-level  user’s tweets  followed-by

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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Experiments 1

DATASET Train Dev Test
#doc 946 216 231
CONLLO3 oot 14987 3466 3,684
Cuempner  Tdoc 3,500 3,500 3,000

#sent 30,739 30,796 26,399

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.

& A K F WESTLAKE UNIVERSITY



Experiments 1

DATASET Model Fl

Lample et al. (2016) 90.94
Ma and Hovy (2016) 91.21

CONLLO3 Ye and Ling (2018) 91.38
SeqlE 91.16
GraphlE 91.74"
Krallinger et al. (2015)  87.39

CHEMDNER  SeqlE 88.28
GraphlE 89.71"

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.

& A K F WESTLAKE UNIVERSITY



Experiments 2

(L]

Dictionary SeqlE Graphll
P R Fl P R Fl P R Fl

EpucaTioN 787 93,5 854 852 93.6 |89.2] 929 928 | 929]
JOB 5577 70.2 62.1 662 66.7 |662| 67.1 66.1 | 66.5

DATASET

3.7 up

Yujie Qian, Enrico Santus et al., GraphlE: A Graph-Based Framework for Information Extraction, NAACL 2019.
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GraphRel: Modeling Text as Relational Graphs
for Joint Entity and Relation Extraction

---------- graph edge for GCN (bold edge means higher probability)

extracted relation link

relation P ——— P ————
r1
@_"Py

( ) (C a )

> A ri 5 Sy ri 2

B0 2 Q0| [| — O
dependency 5 . T e

@ ,
dge C : O r1 I relational graph : ’. £
=ty & 7 . < 4
Bi-GCN ist-phase 2nd-phase

Y

relation
loss

»

Prediction Prediction
— Bi-GCN
Input Bi-LSTM
L J L J
Ry ng
1st-phase 2nd-phase

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.
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GraphRel: Modeling Text as Relational Graphs
for Joint Entity and Relation Extraction

h) = Word(u) ® POS(u)

i = l l
Pl — ReLU( > (I?/ hﬁ)+3))

SRR [
B Yedos O

-
Y

OO0
=/ S e =
Bi-GCN 1st-phase vEN (u)
Prediction
= l l
Input Bi-LSTM +1__ Ay <
hl, ReLU( > (W hy+ b ))
§ ~ J «—
1st-phase veN(u)

— o
+1 __ [+1 [+1
hFl = pltl g pltt

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.
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GraphRel: Modeling Text as Relational Graphs
for Joint Entity and Relation Extraction

---- graph edge for GCN (bold edge means higher probability)

extracted relation link

;
)

o r
: T b
relational graph O ‘ O&.
aa

hitl = ReLu (Z Z Py (u,v) X (Wf,hﬁj + bi))

veV reR

2nd-phase

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.
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Graph
for Joi

Rel: Mode

Nt Entity a

ing Text as Relational Graphs

nd Relation Extraction

~O
i) O 0.8 h?u-l-l = RelLU (Z ’@ (Wf,hé + bi))
veV reR

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.
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GraphRel: Mode
for Joint Entity a

ing Text as Relationa

nd Relation Extractio

—— extracted relation link

RELLLL

1st-phase

0SS = (eloss;, + rloss;,) + a (elossz, + rlossz,)

Graphs

A

- graph edge for GCN (bold edge means higher probability)

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.
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Experiments

Method NYT WebNLG
Precision Recall Fl Precision Recall Fl
NovelTagging  624%  31.7% 42.0%  52.5% 193%  28.3%
OneDecoder 59.4% 53.1% 56.0% 32.2% 289%  30.5%
MultiDecoder 61.0% 56.6% 58.7% 37.7% 36.4% 37.1%
GraphRel;, 62.9% 573% 60.0% 42.3% 39.2% 40.7%
GraphRely), 63.9% 60.0% 61.9% 447% 411% 42.9%

WESTLAKE UNIVERSITY

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.



Experiments

Phase #GCN layer

NYT WebNLG

1st-phase 2 60.0%  40.7%
P 3 60.0% 40.5%
1 61.9% 42.9 %

- t
2nd-phase , P o
3rd-phase* 1 61.8% 42 7%

Tsu-Jui Fu et al., GraphRel: Modeling Text as Relational Graphs for Joint Entity and Relation Extraction, ACL2019.

WESTLAKE UNIVERSITY



GCN for Multimodal Information Extraction

Value added tax invoice - extract buyer seller date amount.

[l

Visually rich documents (VRDs)
;:mwmn 5092176924
Shipped via: _ $20.50 - 2nd Day Air- USA ONLY | _ Payment Method: Mastercard Lastadights: | 756
dw-ds500 Mobile Alarm GPS anorpsmlmo" I @@%
g e PR s Tax
e —
/ = :ﬁl Amount
[Thank you for purchasing the P-Trac.In order to get you started quickly so that 'Ilbewnarnequaimeuvﬂmmoonht-an:ﬂ:tu:a:m- Ee
Subtotal $61985 | |! Total '
Shipping $20.50 | |, !
Discounts $0.00 iA_'T!?_l-! [‘_t_:
Sales Tax $0.00
Total 3649_35- /

TYETE O e eSO e O

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.
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GCN for Multimodal Information Extraction

Feature from the image.
Text segments(4 coordinates), colors, fonts...

Tax
Amount

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.

WESTLAKE UNIVERSITY



Baseline

BiLSTM-CRF baseline
All above spectrum based approaches

CI:F such as GCN do not work well on
FC Layer dynamic graph structures.
T

Y R — EEET
BILSTM - -
............................... ;//—_\. . .

----| }-4-> Graph Embedding Differ from baseline.
SO % % S W W et 4
I --=--| t--t--> Token Embedding
L \ A A A\;; “-V /

Xi
X{ Xp X3 X, ¥4.81

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.

& A K F WESTLAKE UNIVERSITY
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Model

Text Segments of Document Document Graph

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.
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Model

Text Segments of Document Document Graph

Generated by OCR

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.
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Model

Text Segments of Document Document Graph
I | ; A graph model combine visual and textual context
| ]
1 | . . , . .
— —% Visual context: layout and relative positions
1 [ @
[ é ? . -
—— 1N ) Textual context: the aggregate of text info.

Generated by OCR

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.
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Model

For each node, calculate
embedding using BiLSTM

Document

Text Segments of Document

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.
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Model

For each node, calculate
embedding using BiLSTM

Document

Text Segments of Document

| | | - T Between two nodes, edge
: A
l | » embedding as follow:
- %
] | wi hy Wi
r. S — '//C B y. .
[ : : 1] 179 J1]) y y
L Ay h; h; h;

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.
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t [ By —rp— 1t J /j

'S 6 ; > : :{ t'1 '
’__./ \(ts é t"—-f13— 13 § / 6\\

\ .. : . s J." 3

t2 r16 : : : £
\ M2 r5 :\r/\ | @t (:l"\/ MLP 1 S :
X C\ Rk

t; 14 - t
- A0 2 Rk
ra ot, i § \ |
ts e

hz’j g(tzarz]at ) MLP([t,,;HI'Z-th]‘])

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.
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Using GAT as Graph Network module

| ti=o( )  ajhy)
jE{l,“- 7n}
exp(LeakyRelu(w.h;;))
> _jef1, n) exp(LeakyRelu(wg hi;))

Ckl'j =

rj; = MLP(h;;)

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.
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| CRF ] Final represntation of each segment is
5 . : :
| FC Layer the concatenation of its embedding and
N — —— graph information.
BILSTM - -
e \
----| t+--t-> Graph Embedding /
Ui - ) | u; = G(I’l)th
---- | t--t-> Token Embedding
L\ 3 7'y o 3 = )
Xy Xo X3 Xm

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,
NAACL 2019.
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Experiments

Model VATI | IPR

Baseline I 0.745 | 0.747
Baseline 11 0.854 | 0.820
BiLSTM-CRF + GCN | 0.873 | 0.836

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.

WESTLAKE UNIVERSITY



Result on different entities

Entities Baseline I | Baseline II | Our model
Invoice # 0.952 0.961 0.975
Date 0.962 0.963 0.963
Price 0.527 0.910 0.943
Tax 0.584 0.902 0.924
Buyer 0.402 0.797 0.833
Seller 0.681 0.731 0.782

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.

WESTLAKE UNIVERSITY



Experiments on GCN layers

Entities 1 layer || 2 layer | 3 layer
Invoice # | 0.959 | 0.975 | 0.964
Date 0.960 || 0.963 | 0.960
Price 0.931 | 0.943 | 0.931
Tax 0915 || 0.924 | 0917
Buyer 0.829 | 0.833 | 0.827
Seller 0.772 || 0.782 | 0.775

Xiaojing Liu, Feiyu Gao et al., Graph Convolution for Multimodal Information Extraction from Visually Rich Documents,

NAACL 2019.

WESTLAKE UNIVERSITY



Solving problems using graph encoding

e Sentiment

& A K F WESTLAKE UNIVERSITY



Tree-based Sentiment Analysis

i had an awesome day experiencing the tsunami

i had én awesome day winning the game

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.
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Communication over constituent tree with GRN

L J C Time-wise |
| (S) Attention |

| Mechanism :

| I

| |

(eo0o0o0o

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.
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Experiments

Dataset: SST-5 & SST-2

Corpus SST-5 SST-2
Classes 5 2
Sentences 11,855 0.613
Phrases 442.629 137,988
Tokens 227,242 185,621

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.
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Experiments

Main baselines:

e Stannard tree-LSTM (Zhu et al., 2015)
* Bidirectional tree-LSTM(Teng and Zhang, 2017)

Metrics:
* Root level accuracy

* Phrase level accuracy

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.

& A K F WESTLAKE UNIVERSITY



DEV experiment

Block Model SST-5 SST-2
3 Step RTCM 83.1 92.3
A 6 Step RTCM 83.2 92.7
9 Step RTCM 83.4 92.9
18 Step RTCM 83.2 92.8
Tree-LSTM 82.9 92.4
B CTCM 83.3 92.8
RTCM 83.4 92.9

RTCM-+attention  83.5

93.3

Phrase level performances on the dev set.

R—-GRN
C—-GCN

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.

WESTLAKE UNIVERSITY



Main results

SST-5 SST-2
Model R p R p
RNTN (S13) 45.7 80.7 854 87.6
BiLSTM (L15) 49.8 83.3 86.7 -
ConTree (LZ15) 499 - 880 -
ConTree (Z15) 50.1 - - -
ConTree (L15) 504 834 86.7 -
ConTree (T15) 510 - 88.0 -
Disan (S18) 51.7 - - -
RLLD/HS-LSTM (Z18) 50.0 - &87.8 -
NTI-SLSTM (MY17) 531 - 893 -
ConTree(Fold) (L17) 523 - 894 -
BiConTree (TZ17) 53.5 83.5 90.3 92.8
RTC + attention 54.3 83.6 90.3 93.4

R-Root, P-Phrase.

S13 Socher et al. (2013);

L15 Li et al. (2015);

LZ15 - Le and Zuidema (2015);
Z15 =~ Zhuetal. (2015);

T15  Taietal. (2015);

S18  Shenetal. (2018);

Z18 _ Zhanget al. (2018a);
MY17_ Munkhdalai and Yu (2017);
L17 - Looks et al. (2017);

TZ17 Teng and Zhang (2017)

Yuan Zhang, Yue Zhang, Tree Communication Models for Sentiment Analysis, ACL 2019.

WESTLAKE UNIVERSITY



Solving problems using graph encoding

e Social Classification

& A K F WESTLAKE UNIVERSITY



Encoding Social Information with GCN

thehill.com (Center)

Sen. Mark Warner (D-Va.) on Sunday blasted Pres-
ident Trump for his “inept negotiation” to bring an
end to the ongoing partial government shutdown.
Warner, the ranking member of the Senate Intelli-
gence Committee, lamented the effect the shutdown
has had on hundreds of thousands of federal workers
who have been furloughed or forced to work without

pay.

infowars.com (Right)

Senator Mark Warner (D-Va.) is being called out on
social media for his statement on the partial govern-
ment shutdown. Warner blamed the “suffering” of
federal workers and contractors on President Trump
in a Sunday tweet framing Trump as an “inept ne-
gotiator”’. Twitter users pointed out that Democrats
are attending a Puerto Rican retreat with over 100
lobbyists and corporate executives.

Chang Li and Dan Goldwasser, Encoding Social Information with Graph Convolutional Networks for Political

Perspective Detection in News Media, ACL 2019.
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Encoding Social Information with GCN

7

This paper cast the problem as a 3-
class prediction problem, capturing
left-leaning bias, right-leaning bias
or no bias (center).
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Chang Li and Dan Goldwasser, Encoding Social Information with Graph Convolutional Networks for Political
Perspective Detection in News Media, ACL 2019.
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Encoding Social Information

News texts that incorporate social
network information using GCN are
used for classification.

Chang Li and Dan Goldwasser, Encoding Social Information with Graph Convolutional Networks for Political
Perspective Detection in News Media, ACL 2019.
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Solving problems using graph encoding

* Syntactic Parsing
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Graph-based Dependency Parsing
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The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10.

Graph-based Dependency Parsing with Graph Neural Networks, Tao ji, Yunabin Wu, and Man Lan ACL 2019.
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Parsing with GCNs

Layer-wise Loss

Decoder GNN Layers RNN Encoder

Graph-based Dependency Parsing with Graph Neural Networks, Tao ji, Yunabin Wu, and Man Lan ACL 2019.
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Solving problems using graph encoding

 Semantic Role Labeling
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GNNs for Semantic Role Labeling

Al
semantic
repair.01 _ engine.01
Sequa K repairs jet engines.
SBJ syntactic

ROOT

Encoding Sentences with Graph Convolutional Networks for Semantic Role Labeling, Diego Marcheggiani, Ivan Titov, EMNLP 2017.
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GNNs for Semantic Role Labeling

Al

semantic
repair.01 _ engine.01 \
Sequa K repairs jet engines. closely related
SBy syntactic

ROOT

Encoding Sentences with Graph Convolutional Networks for Semantic Role Labeling, Diego Marcheggiani, Ivan Titov, EMNLP 2017.
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GNNs for Semantic Role Labeling
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Lane disputed those estimates

Encoding Sentences with Graph Convolutional Networks for Semantic Role Labeling, Diego Marcheggiani, Ivan Titov, EMNLP 2017.
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GNNs for Semantic Role Labeling
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Encoding Sentences with Graph Convolutional Networks for Semantic Role Labeling, Diego Marcheggiani, Ivan Titov, EMNLP 2017.
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Experiments

System (English) P R F System (Chinese) P R F

LSTMs 84.3 81.1 82.7 LSTMs 78.3 72.3 75.2
LSTMs + GCNs (K=1) 85.2 81.6 83.3 LSTMs + GCNs (K=1) 799 744 77.1
LSTMs + GCNs (K=2) 84.1 81.4 82.7 LSTMs + GCNs (K=2) 78.7 74.0 76.2
LSTMs + GCNs (K=1), no gates 84.7 81.4 83.0 LSTMs + GCNs (K=1), no gates 78.2 74.8 76.5
GCNs (no LSTMs), K=1 79.9 704 749 GCNs (no LSTMs), K=1 78.7 58.5 67.1
GCNs (no LSTMs), K=2 83.4 74.6 78.7 GCNs (no LSTMs), K=2 79.7 62.7 70.1
GCNs (no LSTMs), K=3 83.6 75.8 79.5 GCNs (no LSTMs), K=3 76.8 66.8 71.4
GCNs (no LSTMs), K=4 82.7 76.0 79.2 GCNs (no LSTMs), K=4 79.1 63.5 704

English dataset Chinese dataset

Encoding Sentences with Graph Convolutional Networks for Semantic Role Labeling, Diego Marcheggiani, Ivan Titov, EMNLP 2017.

& A K F WESTLAKE UNIVERSITY



Solving problems using graph encoding

* Word Embedding
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Incorporating Syntactic and Semantic Information in
Word Embeddings using GCNs

Most existing word
embedding utilize
sequential context.

Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word
Embeddings using Graph Convolutional Networks, ACL2019.
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Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word
Embeddings using Graph Convolutional Networks, ACL2019.
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SynGCN (Sentence-level)

Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word

Embeddings using Graph Convolutional Networks, ACL2019.
ey



SemGCN
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SemGCN (Corpus-level)

Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word
Embeddings using Graph Convolutional Networks, ACL2019.
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Training word embedding
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Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word
Embeddings using Graph Convolutional Networks, ACL2019.
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Experiments

Word Similarity Concept Categorization Word Analogy
Method WS353S  WS353R SimLex999 RW | AP  Battig BLESS ESSLI | SemEval2012 MSR
Word2vec 71.4 52.6 38.0 300 | 63.2 433 77.8 63.0 18.9 44.0
GloVe 69.2 53.4 36.7 29.6 | 58.0 413 80.0 59.3 18.7 45.8
Deps 65.7 36.2 39.6 33.0 | 61.8  41.7 65.9 55.6 22.9 40.3
EXT 69.6 44.9 43.2 18.6 | 52.6  35.0 65.2 66.7 21.8 18.8
SynGCN 73.2 45.7 45.5 33.7 | 693 45.2 85.2 70.4 234 52.8

Shikhar Vashishth, Manik Bhandari et al., Incorporating Syntactic and Semantic Information in Word
Embeddings using Graph Convolutional Networks, ACL2019.
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Solving problems using graph encoding

* Sentence Representation
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Sentence-state LSTM
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Bi-LSTM suffer various

I|m|tat|o.ns due to their L A _ A LA A
sequential nature 5 7Y 5 5 Y

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Sentence-state LSTM

View the whole sentence as a
single state, and we update the
- Sentence state  sub-states for individual words
and than overall sentence-level
state.

H'= (hb,ht,... k', g,

n
\ Word state

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Text classification

Model Time (s) Acc # Param
LSTM 67 80.72 5,977K
BiLSTM 106 81.73 7,059K

2 stacked BILSTM 207 81.97 9,221K
3 stacked BiLSTM 310  81.53 11,383K

4 stacked BILSTM | 411  81.37 13,546K : -

oL STM 65 $r04t 863K Movie review development results.
CNN 34 8035 5.637K
2stacked CNN | 40 80.97 5.717K
3stacked CNN | 47 8146 5.808K
4 stacked CNN 51 81.39 5,855K

Transformer (N=6) 138 81.03 7,234K
Transformer (N=8) 174 81.86 7,615K
Transformer (N=10)| 214 81.63 8,004K
BiLSTM+Attention 126 82.37 7,419K
S-LSTM+Attention 87 83.07* 8,858K

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Text classification

Model Accuracy|Train (s) Test (s)
Socher et al. (2011)] 77.70 — -
Socher et al. (2012)] 79.00 — -
Kim (2014) 81.50 - -
Qian et al. (2016) 81.50 - -
BiLSTM 81.61 51 1.62
2 stacked BILSTM | 81.94 08 3.18
3 stacked BILSTM | 81.71 137 4.67
3 stacked CNN 81.59 31 1.04
Transformer (N=8)| 81.97 89 2.75
S-LSTM 82.45* 41 1.53

Test set results on movie review dataset.

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Text classification

Dataset SLSTM Time (S) BiLSTM Time (S) 2 BiLSTM Time (s)
Camera 90.02* 50 (2.85) 87.05 115 (8.37) 88.07 221 (16.1)
Video 86.75% 55 (3.95) 84.73 140 (12.59) 85.23 268 (25.86)
Health 86.5 37 2.17) 85.52 118 (6.38) 85.89 227 111.16)
Music 82.04* 52 (3.44) 78.74 185 (12.27) 80.45 268 (23.46)
Kitchen 84.54* 40 (2.50) 82.22 118 (10.18) 83.71 225 (19.77)
DVD 85.52% 63 (5.29) 83.71 166 (15.42) 84.77 217 (28.31)
Toys 85.25 39 (2.42) 85.72 119 (7.58) 85.82 231 (14.83)
Baby 86.25* 40 (2.63) 84.51 125 (8.50) 85.45 238 (17.73)
Books 83.44* 64 (3.64) 82.12 240 (13.59) 82107 458 (28.82)
IMDB 87.15% 67 (3.69) 86.02 248 (13.33) 86.55 486 (26.22)

MR 76.2 271 (1.25) 75.73 39 (2.27) 75.98 72 (4.63)
Appeal 85.75 35 (2.83) 86.05 119 (11.98) 86.35* 2291(22.76)
Magazines | 93.75%* 51 (2.93) 9252 214 (11.06) 92.89 AT (22 %7)
Electronics | 83.25* 47 (2.55) 82.51 195 (10.14) 82.33 356 (19.77)
Sports 85.75* 44 (2.64) 84.04 172 (8.64) 84.78 328 (16.34)
Software 87.75* 54 (2.98) 86.73 245 (12.38) 86.97 459 (24.68)

Average 85.38* | 47.30 (2.98) 84.01 153.48 (10.29) 84.64 282.24 (20.2)

WESTLAKE UNIVERSITY

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.

Results on the 16
datasets, time format:
train(test)



Sequence labelling

Model Accuracy|Train (s)|Test (s)

Manning (2011) 9728 — -

Collobert et al. (2011)] 97.29 - E

Sun (2014) 97.36 - —

Segaard (2011) 97.50 - - Results on PTB (POS tagging).

Huang et al. (2015) 97.55 - -
Ma and Hovy (2016) | 97.55 — —
Yang et al. (2017) 97.55 — —
BiLSTM 97.35 254 | 22.50
2 stacked BiILSTM 97.41 501 43.99
3 stacked BiLSTM 97.40 746 | 64.96
S-LSTM 97.55 237 | 22.16

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Sequence labelling

Model F1 (Train (s)/Test (s)
Collobert et al. (2011)| 89.59 - -
Passos et al. (2014) ]90.90 - -
Luo et al. (2015) 91.20 — -
Huang et al. (2015) |90.10 - —
Lample et al. (2016) [90.94| - - Results on CoNLLO3 (NER).
Ma and Hovy (2016) [91.21 - -
Yang et al. (2017) 91.26 - —

Rei (2017) 86.26 — -
Peters et al. (2017) 91.93 — —
BiLSTM 90.96 82 9.89

2 stacked BiILSTM 91.02| 159 18.88
3 stacked BiLSTM 91.06| 235 30.97
S-LSTM 91.57* 79 9.78

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Analysis

BN BiLSTM
500 N S-LSTM

Time against sentence length.

16.7 29.9 43.8 59.4 76.7 97.6 124.4161.6226.8484.3
Avg Length

Yue Zhang, Qi Liu et al., Sentence-State LSTM for Text Representation, ACL 2018.
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Conclusion of this talk

e Graph neural network (GNN) and its applications on
several major NLP tasks;

* Thoughts on effective methods.
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